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a b s t r a c t 

In this paper, we propose a lossless compression method to resolve the limitations in the 

real-time transmission of aurora spectral images. This method bi-dimensionally decorre- 

lates the spatial and spectral domains and effectively removes side information of recur- 

sively computed coefficients to achieve high quality rapid compression. Experiments on 

data sets captured from the Antarctic Zhongshan Station show that the proposed algorithm 

can meet real-time requirements by using parallel processing to achieve outstanding com- 

pression ratio performance with low computational complexity. 

© 2016 Elsevier Inc. All rights reserved. 

1. Introduction 

1.1. Importance of lossless compression for aurora spectral images 

When electron plasma is blown by solar wind and enters into the Earth’s atmosphere, a large number of neutral par- 

ticles are excited which causes a significant event known as the aurora phenomenon. To record its visual morphology and 

spectral information, a specialized type of spectrometer captures the instant aurora spectra as electronic spectral images. 

Such aurora spectral images are helpful in the investigation of the conditions and environment in which this phenomenon 

occurs and the actual interaction between high-energy particles and the Earth’s atmosphere. The electron energy and flux, 

species concentrations and electron temperature in the auroral ionosphere, and the distribution of deposited particles can 

be derived. Because spectroscopic emission features have a relationship with earth-solar activity, this suggests a response 

by Earth to the sun. Thus, there is an abundance of information to be investigated. 

Since the exact arrival time of the solar wind is unknown and the aurora rapidly changes and moves due to the Earth’s 

geomagnetic activity, a spectrometer is required to produce continuous images at a relatively high frequency until the aurora 

appears. As such, the offline storage cost and transmission load is substantial. For example, the auroral spectrometer at the 
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Antarctic Zhongshan Station 

1 produces an aurora spectral image every 20 s. Each image is stored in a 16-bit Flexible Image 

Transport System (FITS) format [1] with 1024 × 1024 in size. Although data from all the Chinese stations at the Antarctic 

Pole are transferred via satellite, these stations all share the same communication channel, which has limited bandwidth. 

To solve this problem, lossless compression must be utilized to compress the aurora spectral images prior to their real-time 

transmission. 

Early work in image compression used lossy compression algorithms which conceded a certain loss in the visual obser- 

vation data to obtain a decreased file size. However, for some special images that require high resolution and high accuracy, 

this loss is noticeable. In response to this problem, lossless algorithms were developed. Due to the fact that aurora spectral 

images contain rich information for research, lossless compression is preferred for its completely reversible image recon- 

struction. However, due to increasing amounts of data, real-time transmission of compressed data is necessary even if the 

compression scheme only partially alleviates the local storage problem. 

1.2. Overview of lossless compression algorithms 

All lossless compression algorithms have been developed on the bases of Shannon’s information entropy theory and 

source coding theorem [2] , which identifies the theoretical lower bound when minimizing the expected length of coded 

symbols. Minimization is typically performed in two steps: decorrelation and entropy coding. In the compression process, 

the original image is reconstructed with a specified form, and entropy coding is the key aspect of reversible reconstruction. 

Decorrelation techniques remove redundancy as much as possible to improve compression performance. The prediction-, 

transform-, and dictionary-based methods are the most representative examples. 

In prediction-based methods, each sample value to be predicted is a weighted linear combination of several adjacent 

sample values, and weighted coefficients are fixed or computed using a specific optimization strategy. The use of these 

methods is widespread since they are effective for decorrelating samples. Actually, linear prediction is usually considered 

to be differential pulse code modulation (DPCM), which was first developed to enhance audio quality based on the prin- 

ciple of pulse coding modulation. Later, it was applied to image processing. The derived algorithms minimize the sum of 

the squared error between the predicted and original values, and the error, called the residual, must be entropy encoded. 

JPEG–LS is a typical lossless compression standard for still images. As the core method of JPEG–LS, the low complexity 

lossless compression algorithm for images (LOCO-I) [3] utilizes a median edge-detection predictor with relatively low com- 

putation complexity. Context-based, adaptive, lossless image coding (CALIC) [4] involves image data modeling and provides 

continuous-tone and binary modes to exploit the image properties of all types. It uses various contexts to initialize a non- 

linear predictor and adaptively updates it according to the source statistics. Prediction by partial matching (PPM) [5] also 

employs a context model, and several Markov models of different prediction orders are maintained. A modified algorithm 

[6] uses the escape/switch symbol in an extended alphabet, and the alphabet can be applied to any algorithm in the PPM 

family. 

In lossy compression, transform coding has demonstrated excellent performance, but most transforms are not directly ap- 

plied to lossless compression systems. For example, the inverse discrete cosine transform (DCT) and inverse discrete Fourier 

transform (DFT) both lead to certain accuracy loss in transformation since they use real and complex numbers as transform 

coefficients, respectively. In this case, reversible transforms are preferable. The widespread lossless image format JPEG20 0 0 

[7] utilizes the 5/3 wavelet [8] to remove high-frequency information. Similarly, a lossless implementation of set partitioning 

in hierarchical trees (SPIHT) [9] uses the same wavelet in embedded zero tree wavelet encoding [10] . In addition, the wavelet 

transform is replaced by a reversible S+P transform [11] in a variant lossless SPIHT. Specifically, there are some transforms 

that are not very effective for decorrelation but help to increase compression efficiency in entropy encoding. For instance, 

the Burrows–Wheeler transform (BWT) [12] can maximize the number at which identical symbols continuously appear, 

which facilitates the compression of a string that, by other methods such as run-length encoding (RLE), has multiples of 

repeated symbols [13] . The well-known software for file compression Bzip2 simply combines BWT with RLE. 

The family of dictionary-based coding algorithms maintains a data structure called the dictionary, which stores a series 

of strings that are searched for the matching string of the text to be compressed. LZ77 [14] and LZ78 [15] are two original 

dictionary coders. Their dictionaries consist of strings matched to other strings to be encoded and they are usually dy- 

namically updated with the encoded data. The DEFLATE algorithm [16] was subsequently developed, which combines LZ77 

with Huffman encoding [17] and is utilized for the Portable Network Graphic (PNG) format or the Multiple-image Network 

Graphics (MNG) image format. LZWelch (LZW) [18] improves LZ78 in terms of computation efficiency while maintaining a 

comparable compression performance and is applied in the Graphics Interchange Format (GIF) or Tagged Image File Format 

(TIFF) image formats based on LZ77. 

Generally used in the last processing step, entropy encoders compress both the residuals and side information. Based 

on the characteristics of the random process, there is some statistical redundancy between symbols. The symbol codes 

to be encoded are obtained according to each symbol’s occurrence frequency. If the shortest codes are assigned to the 

most common symbols and symbols that rarely appear are assigned the longest codes, the total length of all the codes 

will decrease. The above-mentioned Huffman encoding [17] uses this variable-length coding scheme to achieve a minimal 

1 Located at 76 ° 23 min of east longitude and 69 ° 22 min of south latitude. 
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