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a b s t r a c t

In this paper, we focus on the problem of absolute stability of Lur'e systems with time-varying delay and
sector-bounded nonlinearity. An improved free-matrix-based inequality (FMBI) is derived. By using this
inequality and the convex combination technique, some new delay-dependent absolute stability criteria
are derived. These conditions are given in the term of linear matrix inequalities (LMIs) and accordingly
can be readily solved and checked. Finally, a numerical example is solved using the proposed method to
demonstrate the effectiveness and its improvement over existing ones.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

Lur'e systems has received considerable attention since it was
presented in 1940s, and a variety of issues about Lur'e systems has
been investigated [1–4]. A time delay that frequently appear in
practical systems may degrade the system performance and even
cause the system to become unstable [5–9]. Thus, great efforts
have been devoted to investigating the absolute stability of Lur'e
systems with time-delay [10–13].

In [14,15], Han et al. investigate the absolute stability of a class
of Lur'e systems, respectively, with constant delay and time-
varying delay. In the case of time-varying delay, less conservative
conditions are obtained in [16] by retaining some useful infor-
mation and employing an improved free-matrix-weighting
(IFMW) approach to consider the relationship between the time-
varying and its upper bound. To reduce the conservativeness of
stability analysis on Lur'e systems with constant delay, improved
conditions were obtained by constructing a delay-partitioning

Lyapunov–Krasovskii functional in [17]. Recently, a complete-
partitioning approach was proposed to investigate the absolute
stability of Lur'e systems with time-varying delay in [19], which
significantly reduces the conservativeness. Nevertheless, the
number and the dimension of LMIs involved in the condition
increase sharply with the increase of the partitioning interval,
which require higher computational cost. Therefore, how to
reduce the computation burden and the conservativeness of the
derived results need to be further investigated.

In this paper, we investigate the absolute stability of a class of
Lur'e systems with time-varying delay and sector-bounded non-
linearity. By proposing an improved free-matrix-based inequality
(FMBI) to bound the integral inequality yielded in the derivative of
the Lyapunov–Krasovskii functional, new absolute stability con-
ditions are presented based on the convex combination technique.
Since the delay-partitioning technique is not involved, the derived
results are relatively simple and less conservative than existing
ones. The numerical example verifies the effectiveness and the
merits of the presented method.

Notation: Throughout this paper, the superscripts ‘�1’ and ‘T’
stand for the inverse and transpose of a matrix, respectively; Rn�m

is the set of all n�m real matrices; Rn denotes the n-dimensional
Euclidean space; P40 means that the matrix P is symmetric and
positive definite; diagf⋯g denotes a block-diagonal matrix; and
the symmetric terms in a symmetric matrix are denoted by ‘n’; I is
an appropriately dimensioned identity matrix; SymfXg ¼ XþXT .
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2. Problem statement

Consider the following system:

_xðtÞ ¼ AxðtÞþBxðt�dðtÞÞþCwðtÞ
zðtÞ ¼MxðtÞþNxðt�dðtÞÞ
wðtÞ ¼ �φðt; zðtÞÞ
xðtÞ ¼ϕðtÞ; tA ½�h;0�

8>>>><
>>>>:

ð1Þ

where xðtÞARn, wðtÞARp and zðtÞARp are the state, input and
output vectors of the system, respectively; A;B;C;M and N are
constant matrices; the initial condition, ϕðtÞ, is a continuous vector-
valued function of tA ½�h;0�. φðt; zðtÞÞARp is a nonlinear function,
which is continuous in t, globally Lipschitz in z(t), and satisfies

½φðt; zðtÞÞ�K1zðtÞ�T ½φðt; zðtÞÞ�K2zðtÞ�r0 ð2Þ
for 8 tZ0, φðt;0Þ ¼ 0, where K1 and K2 are real matrices and K ¼
K2�K1 is a symmetric positive definite matrix. It is customarily said
that the nonlinear function, φðt; zðtÞÞ, belong to the sector ½K1;K2�.

The delay, d(t), is a differentiable function that satisfies

0rdðtÞrh ð3Þ
and

μ1r _dðtÞrμ2 ð4Þ
where h, μ1 and μ2 are constants.

Remark 1. By applying the loop transformation [20], we get that
the absolute stability of system (1) in the sector ½K1;K2� is equal to
that of the following system:

_xðtÞ ¼ ðA�CK1MÞxðtÞþðB�CK1NÞxðt�dðtÞÞþCwðtÞ
zðtÞ ¼MxðtÞþNxðt�dðtÞÞ
wðtÞ ¼ �φðt; zðtÞÞ

8><
>: ð5Þ

in the sector ½0;K �.
Before presenting our main results, we introduce the following

lemmas, which are useful to derive the main results.

Lemma 1 ([18]). Let x be a differentiable signal in α;β
� �

-Rn. Then,
for any symmetric matrices RARn�n, X1, X3AR3n�3n, and matrices
X2AR3n�3n, N1, N2AR3n�n such that

Θ¼
X1 X2 N1

n X3 N2

n n R

2
64

3
75Z0 ð6Þ

the following inequality holds:

�
Z β

α
_xT sð ÞR _x sð ÞdsrϖTΩϖ ð7Þ

where

Ω ¼ ðβ�αÞðX1þ1
3 X3ÞþSym N1G1þN2G2f g

G1 ¼ eT1�eT2
h iT

G2 ¼ 2eT3�eT1�eT2
h iT

e1 ¼ I 0 0½ �
e2 ¼ 0 I 0½ �
e3 ¼ 0 0 I½ �

ϖ ¼ xT β
� �

xT αð Þ 1
β�α

Z β

α
xT sð Þds

" #T

:

For sake of the reduction of computation complexity, the fol-
lowing lemma is obtained by setting X1 ¼N1R

�1NT
1,

X2 ¼N1R
�1NT

2, X3 ¼N2R
�1NT

2 in (7).

Lemma 2. Let x be a differentiable signal in α;β
� �

-Rn. Then, for any
symmetric matrices RðARn�nÞ40, and N1, N2AR3n�n, the following
inequality holds:

�
Z β

α
_xT sð ÞR _x sð ÞdsrϖTΩ̂ϖ ð8Þ

where

Ω̂ ¼ Sym N1G1þN2G2f gþðβ�αÞðN1R
�1NT

1þ1
3N2R

�1NT
2Þ

and G1;G2; e1; e2; e3 are defined in Lemma 1.

Lemma 3 ([21]). Let D, E, and F(t) be real matrices of appropriate
dimensions with F(t) satisfying FT ðtÞFðtÞr I. Then, for any scalar ε40

DFðtÞEþðDFðtÞEÞT rε�1DDT þεETE:

3. Main results

In this section, we present our main results. To simplify vector
and matrix representation, the followings are denoted:

η1 tð Þ ¼ xT tð Þ ∫ t
t�d tð Þx

T sð Þds ∫ t�d tð Þ
t�h xT sð Þds xT t�d tð Þð Þ

h iT
η2 tð Þ ¼ xT tð Þ _xT tð Þ

h iT
η3 tð Þ ¼ xT tð Þ xT t�d tð Þð Þ xT t�hð Þ� �T
η4 tð Þ ¼ 1

d tð Þ∫
t
t�d tð Þx

T sð Þds 1
h�d tð Þ∫

t�d tð Þ
t�h xT sð Þds

� �T

ξ tð Þ ¼ ηT3 tð Þ ηT4 tð Þ _xT tð Þ _xT t�d tð Þð Þ wT tð Þ
h iT

ei ¼ 0n�ði�1Þn In 0n� 7� ið Þn 0n�p
� �

; i¼ 1;2;…;7

e8 ¼ 0p�7n Ip
� �

Now, we present the absolute stability criterion for system (1).

Theorem 1. Given scalars h, μ1 and μ2, system (1) with a time-
varying delay d(t) satisfying (3) and (4) is absolutely stable in the
sector ½K1;K2� if there exist matrices P40, Q40, R40, Z40, N1, N2,
M1, M2, and a scalar ε40 such that the LMIs (9) and (10) are
satisfied for _dðtÞAfμ1;μ2g

Φ1 ¼
Ξ j dðtÞ ¼ h hΠT

5N1 hΠT
5N2

n �hZ 0
n n �3hZ

2
64

3
75o0 ð9Þ

Φ2 ¼
Ξ j dðtÞ ¼ 0 hΠT

8M1 hΠT
8M2

n �hZ 0
n n �3hZ

2
64

3
75o0 ð10Þ

where

Ξ ¼ SymfΠT
1PΠ2gþΠT

3QΠ3�ð1� _dðtÞÞΠT
4QΠ4þeT1Re1�eT3Re3

þheT6Ze6þSymfΠT
5N1Π6þΠT

5N2Π7þΠT
8M1Π9

þΠT
8M2Π10þΠT

11Π12

�εeT8e8�εeT8KMe1�εeT8KNe2g

Π1 ¼ eT1 dðtÞeT4 ðh�dðtÞÞeT5 eT2
� �T

Π2 ¼ eT6 eT1�ð1� _dðtÞÞeT2 ð1� _dðtÞÞeT2�eT3 ð1� _dðtÞÞeT7
h iT

Π3 ¼ eT1 eT6
� �T

Π4 ¼ eT2 eT7
� �T

Π5 ¼ eT1 eT2 eT4
� �T

Π6 ¼ eT1�eT2
� �T
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