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Advancements in autonomous robotic systems have been impeded by the lack of a 
specialized computational hardware that makes real-time decisions based on sensory 
inputs. We have developed a novel circuit structure that efficiently approximates naïve 
Bayesian inference with simple Muller C-elements. Using a stochastic computing paradigm, 
this system enables real-time approximate decision-making with an area-energy-delay 
product nearly one billion times smaller than a conventional general-purpose computer. 
In this paper, we propose several techniques to improve the approximation of Bayesian 
inference by reducing stochastic bitstream autocorrelation. We also evaluate the effecti-
veness of these techniques for various naïve inference tasks and discuss hardware 
considerations, concluding that these circuits enable approximate Bayesian inferences while 
retaining orders-of-magnitude hardware advantages compared to conventional general-
purpose computers.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

The development of autonomous robotic systems requires fast, low-power circuits that enable real-time decision-making. 
Conventional approaches use general-purpose processors with decision algorithms implemented in software and mapped 
to conventional Boolean logic and arithmetic. Such systems have the ability to perform a wide range of tasks, but are not 
ideal for any task, including decision-making. For systems dedicated to a single task, specialized hardware can provide 
optimizations that lead to increased speed, reduced circuit area, and decreased energy consumption.

To autonomously reason and perform actions based on sensory information, Bayesian inference efficiently incorporate 
information from independent sources [1]. Bayesian inference has been suggested as a fundamental component of biolog-
ical systems [2–4], and has been successfully applied to robotics and other sensory-motor systems [5]. In such systems, 
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Table 1
Muller C-element truth table.

X Y Z

0 0 0
0 1 Zprev

1 0 Zprev

1 1 1

constantly-updated sensory information is provided to a reasoning circuit that makes decisions in response to new infor-
mation resulting from a constantly-changing environment [6]. For such circuits, there are fundamental trade-offs between 
reaction time, circuit efficiency, and the level of approximation used for the inference and reasoning. Therefore, the design 
of systems specifically dedicated to Bayesian inference is an active research area, incorporating analog or digital circuits to 
enable systems that are more efficient than computers [7–11].

In this context, we recently proposed an especially compact and energy efficient computing system that provides approx-
imate naïve Bayesian inference [12]. In this system, based on Muller C-elements used in a stochastic computing paradigm, 
the approximate probability of a particular event is calculated based on prior and evidence data. We demonstrated a nearly 
one-billion-fold improvement in the area-energy-delay product for approximate Bayesian inference, with exceptional ro-
bustness to hardware faults. However, we found that bitstream autocorrelation leads to an approximation of the inference, 
limiting this system to tasks that do not require exact computation.

In this paper, we explore techniques to improve the quality of the approximation by mitigating the bitstream autocor-
relation. Circuits that reduce bitstream autocorrelation are presented that remove the inaccuracy at the cost of additional 
hardware components that reduce the system efficiency. We show that these autocorrelation mitigation techniques are 
effective in reducing bitstream autocorrelation, even for difficult inference tasks. Finally, we conclude that despite the hard-
ware costs, autocorrelation mitigation permits the use of our stochastic C-element structure for approximations of Bayesian 
inference with massive efficiency improvements over conventional hardware systems.

2. Bayesian inference with stochastic C-elements

In this section, we summarize the findings of [12]. Approximate Bayesian inference can be performed with a simple 
cascade of C-elements, with stochastic bitstream inputs and outputs. This system provides several orders of magnitude 
improvement in computational efficiency, though bitstream autocorrelation limits the accuracy of the approximation.

2.1. Stochastic computing

Stochastic computing enables the efficient approximation of mathematical functions performed on streams of random 
binary values [13,14]. The value of a stochastic bitstream is the percentage of binary bits that are ‘1’. For example, 
“010011010” encodes 4

9 . The random nature of the bitstream prevents the encoding of exact values; the value is an ap-
proximation with an accuracy that increases with the bitstream length.

This bitstream encoding enables the efficient realization of various functions, notably multiplication with a single AND 
gate [14]. For example, consider two input bitstreams to an AND gate “0101010101” and “0000011111”, which both encode 
a value of 0.5. If the bit-pairs are input sequentially into an AND gate, the resulting output is “0000010101”, which has a 
value of 0.3. This is not the exact 0.25 result of the multiplication, but it is as precise as possible given that only ten bits 
are employed.

Correlations between bitstreams, and within a bitstream, can cause significant errors. For the case of an AND gate with 
both input bitstreams being “0101010101”: the output is also “0101010101”, which is equivalent to 0.5. As the bitstreams 
are correlated with each other, this AND-gate stochastic multiplication does not perform the desired function. Additionally, 
in cases of autocorrelation with bits interacting within a bitstream, this autocorrelation can impact the output bitstream to 
produce undesired results. This autocorrelation is the primary challenge that is addressed in this paper, and the resulting 
imprecision is considered as a tradeoff for decreased power consumption, area, and latency.

2.2. C-element inference

The small area of circuits developed for stochastic computing enables an especially efficient Bayesian inference function. 
In particular, a Muller C-element is a simple circuit composed of as few as eight transistors that performs the function 
described by Table 1 [15]. The output Z maintains its state Zprev unless both inputs X and Y are opposite the current output 
state, in which case the output switches to the shared input value. For C-element input signals with no autocorrelation, the 
output probability is approximated by [12,16–18]

P (Z) = P (X)P (Y )

P (X)P (Y ) + (1 − P (X))(1 − P (Y ))
. (1)
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