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a  b  s  t  r  a  c  t

It is important  to establish  the  forecasting  model  of  the  network  security  situation.  But  the  network
security  situation  cannot  be  observed  directly  and  can only  be measured  by  other  observable  data.  In
this paper  the  network  security  situation  is considered  as  a hidden  behavior.  In  order  to  predict  the
hidden  behavior,  some  methods  have  been  proposed.  However,  these  methods  cannot  use the  hybrid
information  that  includes  qualitative  knowledge  and  quantitative  data.  As  such,  a  forecasting  model  of
network  security  situation  is  proposed  on  the  basis  of the hidden  belief  rule base  (BRB)  model  when  the
inputs  are  multidimensional.  The  initial  parameters  of the  hidden  BRB  model  given  by  experts  may  be
subjective  and  inaccurate.  In order  to  train  the  parameters,  a  revised  covariance  matrix  adaption  evolution
strategy  (CMA-ES)  algorithm  is further  developed  by adding  a  modified  operator.  The revised  CMA-ES
algorithm  can  optimize  the  parameters  of the  hidden  BRB  model  effectively.  The  case  study  shows  that
compared  with  other  methods,  the  proposed  hidden  BRB  model  and  the  revised  CMA-ES  algorithm  can
predict  the  network  security  situation  effectively  to improve  the  forecasting  precision  by  making  full  use
of qualitative  knowledge.

© 2016  Elsevier  B.V.  All  rights  reserved.

1. Introduction

Network security situation can reflect the network status [1],
and it is the important information of the active defense in the
network. In order to determine the network status and make the
accurate decision, it is necessary to predict the network security
situation. There are two characteristics when the network security
situation is predicted. Firstly, the network security situation can-
not be observed directly and only be measured by other observable
data such as attack type and attack strength. In other words, the
network security situation can be considered a hidden behavior.
Secondly, the available information includes qualitative knowledge
and quantitative data when the network security situation is pre-
dicted.

In order to establish the forecasting model of the network
security situation, three types of methods that include analytical
model-based method, data-driven based method, and qualitative
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knowledge based method have been proposed. In the analytical
model-based method, some predictors are firstly developed from
the corresponding filters that include Kalman filter [2], strong
tracking filter [3], particle filter [4] and so on. Then these pre-
dictors and the observable data are used to predict the hidden
behavior. In the data-driven based method, the observable data
and the corresponding methods are used directly to establish the
forecasting model the characteristic value that can reflect the hid-
den behavior. The data-driven method includes hidden Markov
model (HMM)  based method [5–8], grey theory based method
[9], dynamic Bayesian network (DBN) based method [10,11], and
Wavelet neural network (WNN) based method [12]. The qualita-
tive knowledge based method that includes expert system based
model [13], Petri net based model [14] and so on can be adopted to
establish the forecasting model of the hidden behavior.

However, the limitations are existed in the above methods. The
analytical model-based method is not suitable when the analytical
model of a complex system cannot be established. The qualitative
knowledge based method mainly uses the qualitative knowledge
and the forecasting results may  be inaccurate. In the HMM  based
method, the probability of observation only depends on the current
state of the system. The grey method can only reflect the trend of the
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Nomenclature

Acronym
BRB Belief rule base
CMA-ES Covariance matrix adaption evolution strategy
HMM Hidden markov model
DBN Dynamic Bayesian network
WNN  Wavelet neural network
MSE  Mean square errors
SQP Sequential quadratic programming
PSO Particle swarm optimization
EvHMM Evidential hidden markov model

Notation
x (t) Hidden behavior at time instant t
t Time instant
Rk kth rule in BRB
Dk Consequent of the kth rule
G Good security situation level
O Common security situation level
W Warning security situation level
T Terrible security situation level
ˇj,k Belief degree of Dj
ˇD,k Remaining belief degree
�k Rule weight of the kth rule
ı Weight of the attribute
wk Activation weight of the kth rule
ak Matching degree of the input in the kth rule
y (t) Observable data in time instant t
f Observation equation
� Parameters of the observation equation
� (t) Noise vector of the observation equation
A Parameter of the observation equation
B Parameter of the observation equation
� Parameter of the observation equation
H Likelihood function
� Parameter vector of the BRB model
l Number of parameters in ˝
T Maximum time instant
U (D) Utility of the evaluated degrade
q qth solution of CMA-ES
� Population size of CMA-ES
g Generation of CMA-ES
m Mean value of population of CMA-ES
S Step size of CMA-ES
N  Normal distribution
C Covariance matrix of CMA-ES
Ex Excess value in modified operator of CMA-ES
� Offspring population size of CMA-ES
h Weight coefficient of CMA-ES
�
i:� ith individual in the � individuals of CMA-ES

E Orthogonal matrix
I Identity matrix
F2 Diagonal matrix
c1, c2 Learning rate for updating the covariance matrix
�eff Variance effective selection mass of CMA-ES
pc Evolution path of CMA-ES
cc Backward time horizon of the evolution path
d� damping parameter of the evolution path
c� backward time horizon of the conjugate evolution

path
p� Conjugate evolution path of CMA-ES
E‖N (0, I) ‖ Expectation of the Euclidean norm
N (0,  I) Distributed random vector
�best Best solution of CMA-ES

network security situation. The DBN method is an important
tool to deal with uncertain information, but it is too hard to com-
plete the training of DBN model. Therefore, the current methods
cannot use the hybrid information effectively to predict the hidden
behavior.

In order to solve the above problems, a new model has been
proposed by Zhou et al. on the basis of belief rule base (BRB). In
particular, the proposed model is named as the hidden BRB model
and has been applied in the prediction of gyro drift in the naviga-
tion system [15] and other fields [16–19]. The initial parameters
of the hidden BRB model are given by experts and the expert
knowledge plays an important role at establishing a nonlinear
relationship between antecedent attributes and an associated con-
sequent. However, the hidden BRB model was only used to predict
the hidden behavior when the input is one-dimensional.

Although the network security situation is a hidden behavior,
it can be reflected by some other observable data. In this paper,
three types of attack data of a web server in 2013 are chosen as
the observable data. As such, the hidden BRB model is extended
so that the multidimensional inputs can be dealt with. Then the
extended hidden BRB model is used to predict network security
situation, and the referential points including good (G), common
(O), warning (W) and terrible (T) are assigned to security situation.
The qualitative knowledge and observable data are used to estab-
lish the belief rules, and the initial parameters of belief rules are
given by experts.

The initial parameters given by experts may be subjective and
inaccurate. Therefore it is necessary to train the parameters by
using optimization algorithm. In particular, the likelihood func-
tion is constructed to estimate the parameters on the basis of the
observable data. In order to optimize the likelihood function, the
traditional optimization algorithms that are given in Matlab Opti-
mization Toolbox have been used to train the parameters of the
hidden BRB model when the inputs are single-dimensional [15].
But when the inputs are multidimensional, the traditional opti-
mization algorithms are easy to fall into the local peak, and the
optimal parameters cannot be obtained. As such, a revised covari-
ance matrix adaption evolution strategy (CMA-ES) algorithm is
developed further in this paper. In the revised CMA-ES algorithm,
the modified operator is used to handle the constraints in the fore-
casting model of network security situation. A novel leaky bucket
mechanism is introduced in the modified operator. By filtering out
the excess part, the parameters of the hidden BRB model can meet
the constraints through the iterations. When the iteration stops,
the optimal solution will be used as the trained parameters of the
forecasting model, then the trained hidden BRB model can be used
to forecast the network security situation. The experimental results
show that the revised CMA-ES algorithm is an effective and robust
approach for optimizing the hidden BRB model.

The paper is organized as follows. In Section 2, the problem for
network security situation prediction is formulated. In Section 3,
the revised covariance matrix adaption evolution strategy is further
developed by adding a modified operator. In Section 4, a numerical
example for predicting the network security situation is given, and
the simulation results are analyzed. Finally, this paper is concluded
in Section 5.

2. The hidden BRB model for network security situation
prediction

2.1. Problem formulation

As mentioned above, network security situation is a hidden
behavior of network platform. Fortunately, the network security
situation can be measured by some other security factors. These
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