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a  b  s  t  r  a  c  t

Autonomous  mobile  vehicles  are  becoming  commoner  in  outdoor  scenarios  for agricultural  applications.
They  must  be  equipped  with  a robot  navigation  system  for sensing,  mapping,  localization,  path  planning,
and  obstacle  avoidance.  In autonomous  vehicles,  safety  becomes  a  major  challenge  where  unexpected
obstacles  in  the  working  area  must  be conveniently  addressed.  Of particular  interest  are,  people  or  animals
crossing  in  front  of  the  vehicle  or fixed/moving  uncatalogued  elements  in  specific  positions.  Detection
of  unexpected  obstacles  or elements  on video  sequences  acquired  with  a machine  vision  system  on-
board  a tractor  moving  in cornfields  makes  the  main  contribution  to  this  research.  We  propose  a new
strategy  for  automatic  video  analysis  to detect  static/dynamic  obstacles  in agricultural  environments
via  spatial-temporal  analysis.  At a  first  stage  obstacles  are  detected  by  using  spatial  information  based
on spectral  colour  analysis  and  texture  data. At  a second  stage  temporal  information  is  used  to detect
moving  objects/obstacles  at  the  scene,  which  is  of  particular  interest  in camouflaged  elements  within  the
environment.  A  main  feature  of our  method  is  that  it  does  not  require  any  training  process.  Another  feature
of our  approach  consists  in  the spatial  analysis  to obtain  an initial  segmentation  of  interesting  objects;
afterwards,  temporal  information  is used  for discriminating  between  moving  and  static  objects.  To  the
best of  our  knowledge  in the field  of  agricultural  image  analysis,  classical  approaches  make  use  of  either
spatial  or  temporal  information,  but  not  both  at  the  same  time,  making  an important  contribution.  Our
method  shows  favourable  results  when  tested  in  different  outdoor  scenarios  in  agricultural  environments,
which  are  really  complex,  mainly  due  to the high  variability  in the  illumination  conditions,  causing
undesired  effects  such  as  shadows  and  alternating  lighted  and dark  areas.  Dynamic  background,  camera
vibrations  and static  and  dynamic  objects  are  also  factors  complicating  the situation.  The results  are
comparable  to those  obtained  with  other  state-of-art  techniques  reported  in  literature.

©  2016  Elsevier  B.V.  All  rights  reserved.

1. Introduction

The concept of fully autonomous vehicles includes a navigation
system capable of solving problems such as: mapping, localization,
path following, and obstacle avoidance. In recent years, agricul-
tural vehicles (tractors, combines, sprayers, spreaders) have been
introduced in agricultural environments to accomplish different
tasks including planting, spraying, fertilizing, cultivating, harvest-
ing, thinning, weeding, or inspection. In order to be useful, such
vehicles should be equipped with vision-based sensors, which
provide the required information to develop these tasks with a good
performance.

As mentioned above, autonomous agricultural vehicles need
a means of detecting obstructions in their path to avoid
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collisions. If the system detects people, animals, other vehicles, or
any obstruction, inside the haulage area during autonomous oper-
ation, the truck must stop immediately for security reasons. It is
therefore important to emphasise that in agricultural applications
few systems include an object detection procedure to guarantee
safe vehicle navigation. Here comes our initial motivation; we
propose an alternative method to detect objects/obstacles from
agricultural videos in order to ensure the safety and care of peo-
ple/animals in the field, but especially those, which are on the
tractor trajectory. In addition, not only obstacle detection is of our
interest; also, we  study obstacles, which are moving in the crop
area. Motion analysis is especially valuable for those elements,
which can suddenly appear in front of the vehicle.

The videos, used as input data, come from a cornfield during the
period of weed removal. They were captured with a unique CCD-
based high-resolution camera operating in the visible RGB spectral
range. The camera is mounted on board a tractor, which is part of
the fleet in the RHEA project [1]; its position is on top of the tractor
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Fig. 1. (a) Camera system arrangement and geometry on top of the tractor. (b)
Consecutive frames from an agricultural video.

at a height of 2.20 m and with a pitch angle of 25◦ with respect to the
vertical, Fig. 1a. This arrangement and also the camera calibration
are conveniently addressed based on the camera model, and system
geometry with the help of landmarks in the cornfield, as described
in [2]. Fig. 1b displays six consecutive frames captured with this
system. For motion obstacles, four scenarios are identified in our
video sequences, they are described in Table 1.

Images from agricultural videos, containing several elements
including plants, trees, weeds, soil, objects, and shadows coming
from these elements, are complex from the image processing point
of view. The complexity increases by the great variability of vehi-
cle and environmental conditions, such as: changing seasons or
weather conditions (sunny or cloudy days), time of day, dust or
movements produced by the vehicle in movement along the field,
and also because of vibrations caused by the tractor engine. As a
consequence of these combined effects, a robust obstacle detection
system is very demanding.

This paper specifically proposes a particular algorithm to detect
dynamic and static elements. To achieve our goal, we  have devised
an approach based on spatio-temporal analysis. Given an input
video, two consecutive video frames are considered for both spatial
and temporal analysis. Obstacle segmentation is made by analysing
spatial information in the current frame while motion is computed
from the first-order spatio-temporal derivatives of two  consecu-
tive frames. The spatial and temporal information conveniently
combined allows determining objects location and their associated
movement if any. One of the major advantages of this representa-
tion is that by analysing temporal information, not only obstacle
segmentation is improved; it is also possible to identify moving
obstacles in front of the tractor trajectory. Motion detection is use-
ful to anticipate and to prevent collisions between autonomous
vehicles; this topic is widely discussed in [3]. When the spatial
and temporal information is combined, the complexity of motion
detection is significantly reduced. Instead of detecting motion with
a relatively large number of previous frames, where the scene could
change dramatically, we estimate motion based on the first-order
temporal difference, but compared against the obstacle segmenta-
tion results to determine which of the elements on the scene are
really in movement with respect to the tractor motion.

Unlike other reported methods where object detection is
exclusively based either on static segmentation or differential
methods, such as those based on optical flow computation, we pro-
pose a static and dynamic combined approach (SDC) that allows

Table 1
Possible scenarios in our video dataset. Examples of static obstacles: trees, buildings,
people standing up, among others. In contrast, moving obstacles can be: people
walking, moving tractors, etc.

Description

Scenario 1 The tractor is stopped and the obstacles are static.
Scenario 2 The tractor is moving and the obstacles are static.
Scenario 3 The tractor is stopped and the obstacles can be static or moving.
Scenario 4 The tractor is moving and the obstacles can be static or moving.

exploiting the advantages of both, making an important contribu-
tion in the context of object detection in agricultural environments.
The spatial differentiation in optical flow-based methods is
assumed by the temporal differentiation, which determines image
changes [4]. This combination and the simultaneous separation of
spatial and temporal analysis is the main contribution of this pro-
posed approach, which is conveniently compared against existing
static and dynamic strategies.

The remainder of the paper is structured as follows. A review
of the state-of-the-art is provided in Section 2. Our methodology
is extensively explained in Section 3 where the segmentation pro-
cess is given in Section 3.1, followed by the moving detection in
Section 3.2. Performance evaluation of our proposal is presented in
Section 4; finally, we  conclude the paper in Section 5 where also
future trends are provided.

2. Related work

2.1. Obstacle detection

Obstacle avoidance is a classical problem in robotics and in
autonomous vehicles; literature on obstacle detection is vast and
well known on image processing. Methodologies reported in liter-
ature are diverse (see the Refs. [5,6] and the references therein).
They include techniques based on: optical flow [7,8], temporal dif-
ferencing [9], mixture of Gaussians [10], and point detection or
changes [11], just to mention a few. Significant progresses have
been achieved, however, important improvements are still possi-
ble in many cases, due to a poor image acquisition, variations in the
lighting conditions at the scene, shadows projected by foreground
objects that could be detected as real objects, multiple objects mov-
ing at the scene for both long and short periods and perhaps also
occlusions [12]. Object detection tasks increase complexity when
carried out on video sequences. Many works have been published
for object detection on video sequences acquired by static [13]
and non-static cameras [14]. Moving camera segmentation is much
more challenging than static camera segmentation because two
issues should simultaneously be addressed: background motion
and the motion of each foreground-moving object. We  refer the
reader to [15] for a survey on moving object segmentation methods.

2.2. Agriculture applications

On the other hand, autonomous navigation systems for mobile
robots are making an increasing presence in agriculture applica-
tions. Image processing techniques have been widely used with
discussion to solve problems focused on: identification of weed
species [16], mature wheat detection [17], weed elimination [18],
crop row detection [19], pest identification [20], estimation of
plants nitrogen content [21], and many others applications. Li
et al. [22] provided a research review (from 1960s till 2009) on
guidance systems and technologies in agricultural vehicles for
commercialization of the guidance system. The rapid growth in
computing technologies has provided important progress in the
field of agricultural autonomous robot guidance systems [23,24].
New technologies have been introduced in recent years to increase
the effectiveness of the navigation systems in agriculture applica-
tions [25]. These proposals are summarized in Shalal et al. [26],
Mousazadeh [27], and Bochtis et al. [28].

2.3. Obstacle avoidance in agricultural environments

A short summary of recent works in precision agriculture appli-
cations for obstacle detection task is now included.

Reina and Milella [29] present a self-learning framework for
scene segmentation by an autonomous agricultural tractor with
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