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Abstract

Document clustering is an important tool for text mining with its goal in group-

ing similar documents into a single cluster. As typical clustering methods, Con-

cept Factorization (CF) and its variants have gained attention in recent studies.

To improve the clustering performance, most of the CF methods use additional

supervisory information to guide the clustering process. When the amount of

supervisory information is scarce, the improved performance of CF methods will

be limited. To overcome this limitation, this paper proposes a novel regularized

concept factorization (RCF) algorithm with dual connected constraints, which

focuses on whether two documents belong to the same class (must-connected

constraint) or different classes (cannot-connected constraint). RCF propagates

the limited constraint information from constrained samples to unconstrained

samples, allowing the collection of constraint information from the entire data

set. This information is used to construct a new data similarity matrix that

concentrates on the local discriminative structure of data. The similarity ma-

trix is incorporated as a regularization term in the CF objective function. By

doing so, RCF is able to make full use of the supervisory information to pre-

serve the local structure of the data set. Thus, the clustering performance will

be improved significantly. Our experiments on standard document databases
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