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a b s t r a c t 

Planning problems in many real-world areas are characterized by the involvement of various types of 

resources and complex temporal and functional relationships among numerous tasks. Hierarchical Task 

Network (HTN) planning is suitable for large-scale practical planning problems due to its hierarchical 

task decomposition principle and expressiveness for domain knowledge representation. In this paper, we 

propose an HTN planning algorithm named GSCCB-SHOP2 to handle multi-capacity discrete resources and 

complex temporal constraints simultaneously during planning. The algorithm integrates three carefully 

designed and interrelated sub-modules. First, the Resource model realizes resource reasoning with the 

designed state updating rules. Second, the Check Consistency and Backtrack (CCB) module is designed to 

determine temporal constraints and maintain the consistency of those constraints. Third, the Guide Search 

(GS) module is designed to improve the resource utilization and thus shorten the makespan performance 

of the generated action plan. Experimental studies are conducted to verify the efficiency of the proposed 

algorithm. 

© 2017 Elsevier B.V. All rights reserved. 

1. Background 

Making plans to complete a set of prescribed tasks or goals is 

an essential component of routine decisions in various areas, es- 

pecially for cases with a large variety of complex procedures, such 

as logistics, manufacturing, mission planning, and emergency re- 

sponse [1] . The generation of action plans in these areas is cru- 

cial and challenging due to the features of abstract tasks and goals, 

complex domain knowledge, limited resources, and temporal con- 

straints. Therefore, system support is needed to speed up the plan- 

ning process and develop efficient plans. 

The field of artificial intelligence planning provides a number 

of methods to reason about actions and plans [2] . Among these 

methods, Hierarchical Task Network (HTN) planning [3,4] is partic- 

ularly useful for solving real-world planning problems [1] . It allows 

for the employment of predefined domain knowledge at differ- 

ent abstraction levels, which are often inherent in many domains. 

In HTN planning, high-level composite tasks are recursively de- 

composed into simpler subtasks by the domain artifacts’ so-called 
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method. The decomposition process continues until so-called prim- 

itive tasks, which represent executable actions, are obtained. Prim- 

itive tasks are realized by the domain artifacts’ so-called operator. 

Hierarchical models, such as HTNs, are believed to be natural rep- 

resentations for complex cognitive models [5] . HTN planning pro- 

cedures have been shown to be highly efficient in running time. 

One of the main reasons for this efficiency is their demonstrated 

ability to represent complex problem-solving knowledge [6] even 

though, in the worst case, it is harder than classical planning [7] . 

The abovementioned features are the motivations to adopt HTN 

planning as the foundation of this paper. 

To enhance the HTN-based planning technique to resolve real- 

world planning problems, the ability to reason with resources and 

temporal constraints is necessitated. Take the emergency response 

task planning as an example: the efficiency of the obtained ac- 

tion plans is significantly influenced by the deployment of a va- 

riety of resources, such as vehicles, airplanes, medical devices, and 

excavating tools, which are commonly of varied type and limited 

quantity [8,9] . Furthermore, tasks are intrinsically inter-related due 

to the emergence of temporal constraints from dependency rela- 

tionships, execution policies, and resource scarcity. This requires 

that the planner not only generate the actions with correspond- 

ing sequence to complete the prescribed tasks but also schedule 
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the time and resources for those actions. Therefore, HTN planning 

with temporal and resources constraints can be seen as an inte- 

gration of planning and scheduling, which are often separated into 

two phases for ease of problem solving. Considering that planning 

and scheduling inherently interact with each other, their integra- 

tion is expected to improve the overall system performance. 

Typically, users might define temporal constraints at the start 

time or end time of tasks or actions. Resource conflicts will result 

in additional temporal constraints, especially when resources are 

scarce. Dealing with temporal constraints and resource conflicts si- 

multaneously during HTN planning is challenging because of com- 

peting constraints. First, traditional planning mainly stresses the 

identification of the sequence of actions according to prescribed 

logic. However, resource availability and temporal constraints re- 

quire the planner to generate the proper plan with consideration of 

the scheduling of resources and time allocation, which adds signif- 

icant difficulties. Constraints resulting from resource scarcity com- 

plicate the planning procedure since actions scheduled in a specific 

period might be invalid when resource becomes unavailable [10] . 

Second, considering the hierarchy of a planning problem, there 

might be multiple ways for a composite task to be decomposed. 

New temporal constraints can be inherited from parent nodes dur- 

ing the decomposition process. Consequently, all temporal con- 

straints are obtained only when the planning process is completed. 

Third, the availability of various resources and the complex rela- 

tionships among tasks, such as precedence constraints, deadlines, 

and dependency constraints [11] , augment the difficulty and must 

be taken into account during planning. HTN planning has been ap- 

plied in a variety of fields where task planning is needed, such as 

mobile robots [12,13] , manufacturing [14] , feature modeling [15] , 

and emergency response decision-making [16–18] . Although some 

effort s have been focused on temporal constraints in recent studies 

on HTN planning [19–21] , simultaneously consideration of tempo- 

ral constraints and resource deployment has not been deeply in- 

vestigated [22] . 

A straightforward way to satisfy all of the constraints is to as- 

sign values to time variables until the decomposition process for 

HTN planning is completed, which is the least-commitment strat- 

egy for time variables [2] . Unfortunately, this strategy results in a 

challenging problem for resource management under HTN plan- 

ning. Because some temporal constraints are associated with re- 

source conflicts, least-commitment on time variables means that 

the quantity of resources at any point in time is uncertain. With 

an uncertain state, the HTN planner may have trouble choosing a 

suitable decomposition during planning. In other words, for HTN 

planning, resource reasoning requires early commitment on time 

variables, which conflicts with the requirement of temporal con- 

straints’ reasoning. Therefore, we have to find a way to maintain 

the consistency of all temporal constraints while simultaneously 

providing a deterministic resource state for the planner. 

To address this problem, we propose an algorithm called 

GSCCB-SHOP2 for HTN planning with resources and temporal con- 

straints. GSCCB-SHOP2 is capable of handling multi-capacity dis- 

crete resources and complex temporal constraints simultaneously. 

To address the challenges mentioned in the previous paragraph, 

three modules are proposed and integrated closely to make the al- 

gorithm address temporal and resource reasoning during planning. 

In particular, a timeline-based resource model and corresponding 

resource state updating rules are designed to enable resource rea- 

soning within the HTN planning procedure. The algorithm follows 

the early-commitment strategy on variables to simplify the reason- 

ing of resource availability. The well-known Simple Temporal Net- 

work (STN) [23] is utilized to represent temporal constraints. When 

the methods or operators are instantiated, resource constraints are 

converted into temporal constraints among associated tasks and 

are inserted into the STN. The second module is the Check Con- 

flict and Backtrack (CCB) module, which is proposed to maintain 

the consistency of the STN. This module guarantees that all tem- 

poral constraints are satisfied even under the early-commitment 

strategy. To improve the resource allocation and the runtime per- 

formance, the third module, Guide Seek (GS), is proposed. This 

module can also guarantee that the preconditions of the actions 

already in the current plan will not be disrupted by the effects 

of the actions later added to the plan. The proposed HTN plan- 

ning algorithm GSCCB-SHOP2 is developed based on Simple Hier- 

archical Ordered Planner 2 (SHOP2) [24–26] , one of the latest well- 

known open-source HTN planners. SHOP2’s functionality is inher- 

ited by GSCCB-SHOP2, allowing partial ordering between tasks in 

the problem description [24] . SHOP2 has been utilized in a variety 

of practical applications [27–29] . 

This paper is organized as follows: the related works are re- 

viewed in the next section; Section 3 presents the proposed HTN 

planning algorithm; the experimental studies conducted are pre- 

sented in Section 4 to validate the efficiency of the proposed plan- 

ning algorithm; and finally, the study’s conclusions and possible 

improvements are discussed in Section 5 . 

2. Related works 

The temporal relationships among tasks addressed in the stud- 

ies of HTN planning can be classified into three types: qualitative 

temporal relationships, durative and concurrency actions, and gen- 

eral temporal constraints. Qualitative temporal relationships, such 

as partially ordered actions, can be satisfied by enabling the plan- 

ner to cope with ordered and unordered subtasks. Several existing 

HTN planners include this capability [20,24,30,31] . The other two 

types of temporal relationships are closely related to our work. Du- 

rative and concurrency actions are mainly presented and reasoned 

by applying the notion of timelines [19–25] . General temporal con- 

straints underlying a plan are described and propagated with the 

help of STN in several HTN planners [8,17,20,32] . 

The timeline approach records the changes of state with a time 

advance mechanism. Timelines have associated starting and end- 

ing times. Hence, actions with durative and concurrency proper- 

ties can be reasoned with by identifying the start times and end 

times of those actions. In particular, there are two forms of time- 

line approaches. The first form employs a single timeline associ- 

ated with the state of the entire planning system [19,33,34] . The 

corresponding time advance mechanisms are designed to help the 

planner choose a decomposition branch while keeping track of the 

existing constraints. The second form employs a timeline for each 

single-valued dynamic property, such as the multi-timeline pre- 

processing (MTP) technique proposed by Nau et al. [25] . MTP is 

quite flexible to describe all types of dynamic properties. However, 

this method might deteriorate planning efficiency when the tasks 

are constrained by tight deadlines due to the increased number of 

backtracks necessary to generate a consistent plan. 

With the timeline approach, the planner knows the current 

state exactly at each step of the planning procedure because it fol- 

lows the early-commitment strategy on time variables. For actions 

already added to the plan, the associated time variables have de- 

terministic assignments. Therefore, the current state is always de- 

terministic during planning, which leads to the reduction in plan- 

ning time. However, the timeline approach has limited ability to 

address general temporal constraints, for instance, the deadline 

constraints and the “before” relationship in Allen’s algebra [19] . 

In the studies [17,20,32,35] , STN is adopted to handle general 

temporal constraints. The relative temporal constraints among time 

variables are expressed as time windows, and consequently, an STN 

is constructed [32] . During the planning procedure, the temporal 

constraints are propagated, and the STN is checked by the path 

consistency (PC) algorithm to determine its consistency [23] . Af- 
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