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ABSTRACT 

This article addressed two new generation meta-heuristic algorithms that are introduced to the 

literature recently. These algorithms, proved their performance by benchmark standard test 

functions, are implemented to solve clustering problems. One of these algorithms called Ions 

Motion Optimization and it is established from the motions of ions in nature. The other 

algorithm is Weighted Superposition Attraction and it is predicated on two fundamental 

principals, which are “attracted movements of agents” and “superposition”. Both of the 

algorithms are applied to different benchmark data sets consisted of continuous, categorical 

and mixed variables, and their performances are compared to Particle Swarm Optimization 

and Artificial Bee Colony algorithms. To eliminate the infeasible solutions, Deb’s rule is 

integrated into the algorithms. The comparison results indicated that both of the algorithms, 

Ions Motion Optimization and Weighted Superposition Attraction, are competitive solution 

approaches for clustering problems. 
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1. Introduction 

Clustering, a process of grouping similar instances is a task of data mining and machine 

learning [1]. It is an unsupervised learning task that aims to discover natural clustering of 

instances according to the similarities of their main characteristic [2]. 

Clustering is a procedure that clusters a set of instances so that the instances in the same 

clusters have more similarities than the other clusters, based on previously defined criteria [3]. 

It is usually applied in data preprocessing stage of data mining. Clustering is a difficult 

problem and has been worked on by many researchers from different kinds of disciplines and 

fields [4]. 

The clustering algorithms are generally categorized as hierarchical and partitional clustering. 

In hierarchical clustering, each instance in one cluster is also a component of the next cluster, 

so that the top most cluster has all the instances in it, while the lower level clusters don’t have 

so many instances [5]. In this type of clustering, the dendrograms are used and it is preferred 

when quantity of instances are smaller than 300-400. This kind of clustering has two types: 

1. Agglomerative: At the beginning, each of the instances is assumed as one cluster. 

As a next step, merging the two most similar clusters decreases the number of clusters 

by one. For the final step, all the instances are merged into one cluster. 

2. Divisive: All of the instances, means the whole data set, are assumed as one cluster. 

By splitting the least similar instances, smaller clusters are formed [6].  
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