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a b s t r a c t 

A modification of the well-known one-class classification support vector machine (OCC SVM) dealing 

with interval-valued or set-valued training data is proposed. Its main idea is to represent every interval 

of training data by a finite set of precise data with imprecise weights. This representation is based on re- 

placement of the interval-valued expected risk produced by interval-valued data with the interval-valued 

expected risk produced by imprecise weights or sets of weights. In other words, the interval uncertainty 

is replaced with the imprecise weight or probabilistic uncertainty. It is shown how constraints for the 

imprecise weights are incorporated into dual quadratic programming problems which can be viewed as 

extensions of the well-known OCC SVM models. Numerical examples with synthetic and real interval- 

valued training data illustrate the proposed approach and investigate its properties. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

Most classification problems deal with data which can be di- 

vided into two or many classes. However, in many applications, for 

example, in systems with sensors to sense the surrounding envi- 

ronment, we have unlabeled observations which generally belong 

to one class, but some observations show large deviations from 

other observations. They may indicate about abnormal system be- 

havior. Therefore, one of the important classification tasks is to de- 

tect these abnormal observations or to solve the novelty detection 

problem. In order to separate this kind of classification problems 

from clustering, the novelty detection is viewed as one-class clas- 

sification (OCC). The OCC aims to detect anomalous or abnormal 

observations and separate them from the so-called normal exam- 

ples [9,10,42] . However, as indicated by Khan and Madden [26] , 

OCC problems are different from the conventional binary or multi- 

class classification problems in the sense that in OCC, the negative 

class is either not present or not properly sampled. The problem 

of classifying positive example or normal observation in the ab- 

sence of appropriately-characterized negative cases (or outliers) is 

a very interesting and important task which can be applied to var- 

ious applications. One of the most common ways to define anoma- 

lies is by saying that anomalies are not concentrated [39] . The im- 

∗ Corresponding author. 

E-mail addresses: lev.utkin@gmail.com (L.V. Utkin), zhuk_yua@mail.ru (Y.A. 

Zhuk). 

portance of the abnormal behavior detection stimulated to develop 

a series of interesting OCC models [5,6,38,40,42–44] . Their detailed 

review and comparison can be found in papers [2,10,24,26,27,34] . 

A large part of the OCC models are based on using kernel-based 

methods in the framework of the support vector machine (SVM). 

The models are called OCC SVMs. It is interesting that Khan and 

Madden [27] in their review of the OCC models divide them into 

only two groups: OCC SVM and non-OSVM. The second group, non- 

OSVM, consists of models which are not based on the SVM frame- 

work. 

First of all, we have to point out an approach proposed by Tax 

and Duin [43,44] . According to the approach, the OCC problem is 

solved by distinguishing the normal observations from all other 

possible data points by means of finding a hyper-sphere around 

the normal observations, which contains almost all points in the 

data set with the minimum radius. This approach is called the Sup- 

port Vector Data Description (SVDD). In a nutshell, the approach 

considers the trade-off between the number of errors made on the 

training set (number of target objects rejected) and the size of the 

sphere (its radius). By adapting the kernel function, this approach 

becomes more flexible than just a sphere in the input space. The 

SVDD model will be studied in detail in Section 5 . 

Another interesting way to geometrically enclose a fraction of 

the training data is via a hyperplane and its relationship to the 

origin. The corresponding approach was proposed by Schölkopf at 

el. [38,40] . It will be studied in detail in Section 2 . Under this ap- 

proach, a hyperplane is used to separate the training data from the 

origin with the maximal margin, i.e., the objective is to separate 
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off the region containing the data points from the surface region 

containing no data. It should be noted that both the approaches 

provide the same results when a symmetric kernel is used. 

The third approach is the linear programming approach to the 

OCC proposed by Campbell and Bennett [5,6] . This model uses 

linear programming techniques which are much simpler than the 

standard quadratic programming in the OCC SVM. 

Steinwart et al. [42] use the assumption that anomalies are 

not concentrated in order to consider the problem of finding level 

sets for the data generating density. The authors of [42] interpret 

this learning problem as a binary classification problem and com- 

pare the corresponding classification risk with the standard perfor- 

mance measure for the density level problem. 

Next approaches of the OCC we would like to point out are 

the so-called Single-Class Mapping Convergence classification algo- 

rithm and its fast modification Support Vector Mapping Conver- 

gence which were proposed by Yu [52] . The main algorithm com- 

putes an accurate boundary of the target class from positive and 

unlabeled data (without labeled negative data). Its basic idea is to 

exploit the natural “gap” between positive and negative data by in- 

crementally labeling negative data from the unlabeled data using 

the margin maximization property of SVM. 

We have to point out some modifications of the OCC SVM. In 

particular, Kwok et al. [32] propose the so-called single-class min- 

imax probability machines which offer robust novelty detection 

with distribution-free worst case bounds on the probability that 

a pattern will fall inside the normal region. Bicego and Figueiredo 

[4] study a weighted OCC model. According to their approach, ev- 

ery data point has a weight indicating the importance assigned 

to each point of the training set. A question of getting the corre- 

sponding weights for every point is a main drawback of the ap- 

proach. Utkin [45] , Utkin and Zhuk [48] propose robust modifica- 

tions of the OCC SVM by using imprecise statistical models [49] in 

order to assign the weights and to robustify the OCC SVM. 

Zhu and Zhong [54] propose an OCC method which uses an ad- 

ditional information hidden in the training data. This is a group in- 

formation related to training errors or slack variables in the stan- 

dard OCC SVM. In accordance with the group information, addi- 

tional constraints on the slack variables are introduced. In fact, the 

authors use one of the features, which divides the training data 

into a finite number of subsets. Chen et al. [14] present an OCC 

algorithm which uses tensor as input data and aims to separate al- 

most all samples of target class from the origin with maximal mar- 

gin. The first advantage of the algorithm is that the use of direct 

tensor representation is helpful to retain the data topology more 

efficiently. The second advantage is that the tensor representation 

can greatly reduce the number of parameters and overcome the 

overfitting problem. 

In order to improve the OCC performance and to increase the 

OCC accuracy, Cyganek [15] presents an interesting method which 

allows extensions of a single OCC SVM into an ensemble of OCC 

SVMs. The main idea underlying the method consists in prior clus- 

tering of the input data into smaller and more compact parti- 

tions which are then used to train the OCC SVM classifiers. Fol- 

lowing this ensemble-based approach, Krawczyk et al. [31] pro- 

pose to use a clustering algorithm to partition the feature space 

in order to train one-class classification classifiers for each clus- 

ter. The main advantage of the proposed method is that indi- 

vidual classifier strengths can be taken into account in the com- 

bined classifiers trained on the basis of clusters. A very interest- 

ing modified weighted OCC SVM algorithm for constructing effi- 

cient one-class ensembles augmented with the incremental train- 

ing of the weights additionally supported by forgetting mecha- 

nism is introduced by Krawczyk and Wozniak [29] . The authors 

propose to assign weights of a special form to training examples 

such that, in case of data streams, samples from the incoming 

chunk are used together with the samples from previous chunks. 

The ensemble-based approach to OCC problems has shown out- 

performing results [15,29,31] . Therefore, Krawczyk [28] presents a 

novel technique for forming efficient OCC ensembles. It is impor- 

tant to point out that the proposed technique covers a series of 

interesting ideas and the corresponding algorithms, including the 

swarm intelligence approach implemented as a firefly algorithm, 

a weighting scheme for modifying the influence of the selected 

classifiers. These original ideas lead to a powerful ensemble-based 

OCC algorithm. Another approach for constructing ensembles for 

OCC problems based on dynamic classifier selection is presented 

by Krawczyk and Wozniak [30] . The authors propose the following 

three efficient measures for calculating the competence of given 

one-class classifiers for each object of a training set: the minimal 

difference measure computed according to correctness and degree 

of uncertainty of the analyzed classifier at a given validation ob- 

ject; the full competence measure reflecting how a given classifier 

opts strongly for one of the considered classes; the entropy mea- 

sure based on the popular entropy criterion. Liu et al. [33] also 

present an ensemble-based OCC algorithm which aims to deal with 

multi-modality, multi-density, arbitrarily shaped distributions and 

the noise of target samples. It performs density analysis on the tar- 

get class to build a tree-shaped structure to represent the density 

distribution of the target samples. By using the tree-shaped struc- 

ture, several local dense subsets of the target class are constructed 

to describe groups of target samples which are close to each other 

and have similar density. The algorithm aggregates several sim- 

ple OCC models trained on every local dense subset by modular 

ensemble. 

It should be noted that the above OCC SVM models assume 

that training sets consist of precise or point-valued data. How- 

ever, training examples in many real applications can be obtained 

only in the interval form. Interval-valued data stem from imper- 

fection of measurement tools or imprecision of expert informa- 

tion, from missing data. Interval training sets may arise in situa- 

tions of specific processing and representation of point-valued data 

such as recording monthly interval temperatures in meteorologi- 

cal stations, daily interval stock prices, etc. Another source of in- 

terval data is the aggregation of huge data-bases into a reduced 

number of groups [35] . For example, patient records with unusual 

symptoms, containing daily interval temperatures, the interval- 

valued blood pressure, may indicate potential health problems for 

a particular patient. The identification of such unusual records by 

interval-valued data can be regarded as an OCC problem. Another 

example is the identification of a certain atypical behavior in the 

environmental monitoring when many factors (temperature, rain- 

fall) are recorded for some time intervals, for example, for a day 

or a week. We also have to mention swarm robotic systems where 

a huge number of robots equipped with several sensors which may 

include GPS units, temperature sensors, altimeters, imaging sys- 

tems, etc. Similar sensors of different robots provide with the in- 

formation about the same object approximately at the same time. 

Therefore, the set of the corresponding measurements in this case 

can be regarded as a single set-valued or interval-valued training 

example. The efficient joint functioning of all robot subsystems sig- 

nificantly depends on the quick detection of an anomalous behav- 

ior of the total swarm robotic system. Interesting real-life applica- 

tions of the anomaly detection where interval-valued data may be 

available are also provided by Zhang et al. [53] . 

There are many approaches to handle interval-valued data in 

classification problems. The largest part of the approaches is based 

on replacement of intervals with their precise or point-valued rep- 

resentation, for example, by replacing intervals with their middle 

points [35] . These approaches can be successfully used when in- 

tervals are not large and the area produced by the interval inter- 

sections is rather small. At the same time, they may lead to a low 
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