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a b s t r a c t 

A critical aspect of dimensionality reduction is to assess the quality of selected (or produced) feature 

subsets properly. Feature subset assessment in machine learning refers to split a given feature subset 

into a training set, which is used to estimate the parameters of a classification model, and a test set used 

to estimate the predictive performance of the model. Then, averaging the results of multiple splitting 

(i.e., Cross-Validation, CV) is commonly used to decrease the variance of the estimator. But in practice, 

CV scheme is very computationally expensive. In this paper, we propose a new statistics index method 

called LW-index for evaluation of feature subset and dimensionality reduction algorithms in general. The 

proposed method is a type of “classical statistics” approach that uses the feature subset to compute an 

empirical estimate of the quality of feature subset. A large number of performance comparisons with the 

machine learning approach conducted on fourteen benchmark collections show that the proposed LW- 

index is highly correlated with the external indices (i.e., MacroF 1 , MicroF 1 ) of SVM and Centroid-Based 

Classifier (CBC) trained by five-fold CV scheme. Furthermore, the experimental results indicate that LW- 

index has the same performance as the traditional CV scheme for evaluating the dimensionality reduction 

algorithms and it is more efficient than the traditional methodology. Therefore, one contribution of this 

paper is to present an alternative methodology, based on an internal index typically used in the unsupervised 

learning context, that is computationally cheaper than the traditional CV methodology. Another contribution is 

to propose a new internal index that behaves better than other similar indices widely used in clustering and 

shows high correlation with the results obtained by the traditional methodology. 

© 2017 The Authors. Published by Elsevier B.V. 

This is an open access article under the CC BY-NC-ND license. 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 

1. Introduction 

Data objects are typically described by a large number of fea- 

tures which negatively affect the performance of the underly- 

ing learning algorithms. To improve the prediction and learning 

efficiency to understand the underlying process better, reducing 

the dimensionality of data is a critical preprocessing step in ma- 

chine learning. Therefore, Dimensionality Reduction (DR) algorithm 

[1,2] selects (or produces) the most important features from the 

whole feature set through a data mining process. Doing so, it 

removes irrelevant and redundant features in the original data, 

which brings many advantages [3] such as facilitating data visu- 
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alization, reducing storage requirements, avoiding over-fitting, and 

reducing training time. Thus, an effective DR algorithm will dra- 

matically improve the learning efficiency and efficacy for a given 

model. It is especially suitable for high dimensional data applica- 

tions such as text classification [4,5] , WEB data mining [6,7] and 

DNA biological information classification [8,9] . 

Throughout the past years, DR algorithms have been proposed 

in many literatures [9–16] . However, few literatures were able 

to successfully address the evaluation challenge of feature sub- 

sets returned by DR algorithms, which is no doubt an important 

and challenging issue. To our best knowledge, the state-of-the-art 

methods to evaluate feature subset are Hold-Out (HO) and Cross- 

Validation (CV) [17,18] schemes using a particular classifier as the 

measure of importance (or significance) for a candidate feature 

subset. However, HO method is unreliable since the selection of 
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testing set has a direct impact on the whole performance, while 

CV method is accompanied with huge resource consumption. 

Under the CV scheme, each feature subset obtained from DR al- 

gorithm in supervised classification problem can be evaluated us- 

ing external indices, such as Entropy [19] , Purity [20] , F-measure 

[21] , since we train and test the classification model. Hence, the 

obtained data partition by the classification model can be com- 

pared with the original data partition provided by the class label. 

Alternatively, we can also evaluate the feature subset with an in- 

ternal index ( see Section 4.1 ), if we use the class label to obtain the 

data partition (if the data partition given by the class label repre- 

sents well-separated groups, it will be easier to be modeled by a 

classification method). Thus, there is no need to train and test the 

classifier, which is, in general, time-consuming. If the internal in- 

dex computation is more efficient than the classifier training and 

testing along with obtained partition evaluation process and, ad- 

ditionally, if the proposed internal index is highly correlated with 

external indices, then the proposed methodology can be a good al- 

ternative to evaluate the feature subsets and further DR algorithms 

in supervised classification problem. 

In this paper, to solve the issue mentioned above, we propose a 

new internal validity index which directly measures the quality of 

candidate feature subset without incorporating a classification (or 

clustering) model in supervised classification problem. In contrast 

to CV scheme, the proposed index based on a novel conception of 

freedom degree is less computationally expensive due to its linear 

complexity. Therefore, we replace the time-consuming CV scheme 

by the proposed index to evaluate DR algorithms. The experimental 

results indicate that LWI is an efficient and effective approach that 

outperforms the traditional CV scheme. 

The rest of this paper is structured as follows: 

Section 2 presents DR algorithms and the evaluation methods 

of DR algorithms. Section 3 proposes a new index method, and the 

experimental results and analyses are illustrated in Section 4 . The 

concluding remarks are presented in Section 5 , where the pro- 

posed approach is summarized and its key features are identified. 

Finally, the paper ends with the Acknowledgements. 

2. Related work 

Two approaches have been proposed for the purpose of DR 

[22] : feature selection and feature extraction. The feature selec- 

tion methods search a relevant subset from a host of existing fea- 

tures [23,24] , which can be transformed into a combinatorial op- 

timization problem. Most of feature selection algorithms depend 

on heuristic methods to obtain a subset of relevant features in a 

flexible time. In contrast, the feature extraction (also known as fea- 

ture transformation) methods learn a new set of features which are 

different from the existing features [25] . Feature extraction algo- 

rithms usually produce a set of continuous vectors that represent 

data objects in the extracted feature space. However, the problem 

is that feature extraction algorithms produce features that are dif- 

ficult to interpret, therefore they are not competitive and suitable 

especially in applications where understanding the meaning of fea- 

tures is the major need for data analysis. 

Feature selection algorithms can be broadly grouped into ap- 

proaches [10,26] that are classifier-independent (filter methods 

[13,14] ), and classifier-dependent (wrapper and embedded meth- 

ods [9,12] ). Filter methods evaluate the importance of features in- 

dependently of any particular classifier, thereby leading to a faster- 

learning pipeline of features that are generic and less likely to 

overfitting than wrapper and embedded methods. Usually, they 

choose the sorted features according to a heuristic scoring crite- 

rion to act as a proxy measure of the classification accuracy. Many 

hand-designed heuristic filter criteria, such as Information Gain 

(IG) [27] , Mutual Information (MI) [27] , Chi-Square (CS) [28] , Cross 

Entropy (CE) [29] , Latent Semantic Analysis (LSA), and GSS Coeffi- 

cient [30] , have been proposed in text categorization research. Re- 

cently, Lu et al. [31] proposed a text feature selection method based 

on category-distribution divergence. In literature [32] , a novel inte- 

gration approach called modified union was proposed, which ap- 

plies union on selected top-ranked features and intersection on 

the remaining sub-lists features. Also, a survey on feature selec- 

tion methods was done in literature [1] that presents some feature 

selection techniques to provide a comparative analysis on standard 

datasets. In summary, the methods used to evaluate feature sub- 

sets (or feature selection algorithms) in these literatures are still 

HO and CV schemes. However, the authors in literature [33] show 

that CV scheme would contribute to overestimating the model per- 

formance. Moreover, they demonstrate that intensive search tech- 

niques, such as Sequential Forward Floating Selection (SFFS) algo- 

rithm, do not necessarily outperform a simpler and faster method 

such as Sequential Forward Selection (SFS). Therefore, they recom- 

mend the use of bias for the simplest search strategies that are 

less prone to overfitting. However, they cannot solve the overfit- 

ting problem of CV scheme completely. 

Wrapper methods search the space of feature subsets, using the 

training and testing of a particular classifier as the measure of util- 

ity for a candidate subset. A growing number of machine learning 

techniques have been applied to the wrapper methods as induction 

algorithms, which include Naive Bayes (NB) [34] , k-Nearest Neigh- 

bor (kNN) [34,35] , Neural Network (NN) [36] , Decision Tree (DT) 

[34,37] , and Support Vector Machines (SVM) [10,12,34,38] . Though 

these methods may guarantee good results, they also suffer from 

the disadvantage of being computationally expensive and more un- 

feasible (computationally) as the number of features increases. Ad- 

ditionally, these methods may produce feature subsets that are 

overly specific to the used classifier. To overcome the drawback 

of wrapper that needs more computational cost and the weakness 

of filter that is insufficiently reliable for classification, the hybrid 

methods such as SAGA [15] and GAMIFS [16] have been recently 

proposed. However, the performance evaluation of the methods 

mentioned above remains a thorny problem. 

Wrapper methods measure the quality of feature subsets with- 

out incorporating knowledge about the specific structure of the 

classifier, therefore they can be combined with any learning meth- 

ods. On the contrary, embedded methods exploit the structure 

of specific classes of learning classifiers to guide the feature se- 

lection process, thus the defining component of an embedded 

method is a criterion derived from the fundamental knowledge 

of a specific class of regression or classification function [26] . For 

instance, Weston et al. [39] presented a method that selects fea- 

tures to minimize a generalization bound held by SVM. Perkins 

et al. [40] suggested to minimize a function that defines the fam- 

ily of regression or classification, and solve it in a greedy forward 

way. 

Each of these feature selection methods has its advantages and 

disadvantages [26,41] . In general, in terms of accuracy, wrapper 

methods have high learning capacity. Thus, they usually obtain 

higher accuracy than embedded methods, which in turn are bet- 

ter than filter methods. However, in terms of speed, filters are 

the fastest among all the methods as they need not incorporate 

learning, while wrappers are the slowest since they typically need 

to evaluate the CV procedure at each iteration. Also, embedded 

methods are faster than wrappers since the function that mea- 

sures the quality of a scaling factor can be evaluated faster than a 

CV estimation procedure. Hence, embedded methods take the ad- 

vantage of wrapper methods while avoiding their computational 

complexity to improve the performance. However, using embed- 

ded methods, we still have to compute the criterion derived from 

classification function several times (at each iteration, we have to 

compute the criterion as many times as the number of features). 
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