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a b s t r a c t 

Fuzzy clustering problem is usually posed as an optimization problem. However, the existing research 

has shown that clustering technique that optimizes a single cluster validity index may not provide satis- 

factory results on different kinds of data sets. This paper proposes a multiobjective clustering framework 

for fuzzy clustering, in which a tissue-like membrane system with a special cell structure is designed to 

integrate a non-dominated sorting technique and a modified differential evolution mechanism. Based on 

the multiobjective clustering framework, a fuzzy clustering approach is realized to optimize three clus- 

ter validity indices that can capture different characteristics. The proposed approach is evaluated on six 

artificial and ten real-life data sets and is compared with several multiobjective and singleobjective tech- 

niques. The comparison results demonstrate the effectiveness and advantage of the proposed approach 

on clustering the data sets with different characteristics. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Clustering as a class of machine learning techniques has been 

widely used in many fields, such as pattern recognition, image pro- 

cessing, data mining and bioinformatics [1,2] . Clustering is the task 

of finding natural partitioning within a data set such that patterns 

within the same cluster are more similar than those within differ- 

ent clusters. Fuzzy c-means (FCM) [3] and k-means [4] are two of 

the most popular clustering algorithms, in which data clustering 

is regarded as an optimization problem and total cluster variance 

J m 

is used as the objective function to be optimized. However, the 

two classical algorithms have a notable shortcoming: they easily 

fall into local minima and may not converge to the global minima 

[5] . To overcome this shortcoming, some global optimization tech- 

niques have been introduced to deal with data clustering problems 

in the past years, for example, simulated annealing (SA)-based [6] , 

differential evolution (DE)-based [7–9] , black hole-based [10] , par- 

ticle swarm optimization (PSO)-based [11–13] , artificial bee colony 

(ABC)-based [14] , genetic algorithms (GA)-based [15–17] and ant 

colony optimization (ACO)-based clustering algorithms [18] as well 

as a gravitational clustering algorithm [19] . In these clustering al- 

gorithms, a variety of cluster validity indices have been used to 
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evaluate the goodness of partitioning obtained by them, such as 

Sym-index [20] , I -index [21] and XB-index [22] . The existing works 

have indicated that these cluster validity indices have different 

characteristics, for example, XB-index is very suitable for process- 

ing the hyperspherical shaped clusters [8,9] , while Sym-index that 

is more useful to detect symmetrical sharped clusters [23] . 

Most optimization-based clustering algorithms are single- 

objective because only a single validity measure is optimized. Note 

that a single validity measure can only reflect some intrinsic par- 

titioning properties, for example, the compactness of clusters, the 

spatial separation between the clusters and the cluster’s symme- 

try. Therefore, some clustering algorithms that use J m 

as the ob- 

jective function are only able to find compact hyperspherical and 

convex clusters like k-means. If clusters with different geometric 

shapes are present in the same data set, the clustering algorithms 

that use a single cluster validity index will fail to deal with the 

data set. Therefore, it is required to simultaneously optimize sev- 

eral cluster validity indices that can capture different data char- 

acteristics. Based on this consideration, data clustering should be 

viewed as a multiobjective optimization problem. Several works 

on multiobjective clustering have been published recently. Handl 

and Knowles [24] proposed a multiobjective clustering technique, 

MOCK , which can recognize the appropriate partitioning from the 

data sets that contain either hyperspherical shaped clusters or 

well-separated clusters. But, it fails to detect overlapping clusters 
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that have different shapes rather than hyperspheres. Another dis- 

advantage of MOCK lies in its encoding, which can cause that the 

length of each chromosome will increase largely with the increase 

in the number of points. Faceli et al. [25] presented a cluster- 

ing algorithm that combined cluster ensemble and multi-objective 

clustering techniques. Saha and Bandyopadhyay [26] presented a 

multiobjective clustering technique, called VAMOSA , where center- 

based encoding was used. Two cluster validity indices were opti- 

mized simultaneously: an Euclidean distance-based XB-index, and 

another point symmetry distance-based Sym-index. Experimental 

results indicated that VAMOSA can evolve the appropriate partition- 

ing from data sets having clusters of any shape, size or convex- 

ity. The multiobjective clustering technique proposed in Saha and 

Bandyopadhyay [27] , GenClustMOO , used a simulated annealing- 

based multiobjective clustering technique as the underlying opti- 

mization strategy. In Saha et al. [28] , a multiobjective modified 

differential evolution-based fuzzy clustering, MOmoDEFC , has been 

addressed, in which both XB-index and FCM measure ( J m 

) were 

used as two objective functions. Simulation results showed that 

MOmoDEFC can optimize both the compactness and separation of 

clusters simultaneously. However, it may not be perfect to process 

the data set having cluster symmetry. 

Membrane computing, initiated by P ̌aun [29] , is a class of dis- 

tributed parallel computing models, known as membrane systems 

or P systems. The novel computing models were inspired from the 

structure and functioning of living cells as well as the cooperation 

of cells in tissues, organs and populations of cells [30–37] . In re- 

cent years, the inherent advantages and characteristics that mem- 

brane systems possess have attracted much attention on applica- 

tions of membrane computing [38–43] , for example, membrane al- 

gorithms for solving optimization problems. The research results 

on a variety of optimization problems have exhibited the poten- 

tiality of membrane computing models in the following three as- 

pects: better convergence, stronger robustness and better balance 

between exploration and exploitation [44–49] . 

Based on the above consideration, the main motivation of this 

work is using membrane systems to develop a multiobjective opti- 

mization framework for fuzzy clustering problems. The role of the 

tissue-like membrane system stays in three aspects: (i) integrat- 

ing differential evolution mechanism, (ii) realizing non-dominated 

sorting strategy, and (iii) realizing the coevolution between the ob- 

jects in different cells. According to the multiobjective framework, 

three cluster validity indices, J m 

, XB-index and Sym-index, are se- 

lected as objective functions, and a novel multiobjective fuzzy 

clustering approach is proposed in this paper, called MOFC-TMS . 

In Peng et al. [50] , an evolution-communication membrane system 

has been used to propose a fuzzy cluster approach, called Fuzzy- 

MC . However, Fuzzy-MC is single-objective because only XB-index 

is considered as objective function to be optimized. In contrast 

to Fuzzy-MC, MOFC-TMS has two differences: (i) membrane sys- 

tems are considered to solve multiobjective fuzzy clustering prob- 

lems; (ii) a tissue-like membrane system with a special membrane 

structure is considered and a modification of differential evolution 

mechanism is designed according to the special structure. In ad- 

dition, a single-objective approach that uses the special membrane 

structure and the modified differential evolution mechanism is im- 

plemented in simulation, which has better clustering performance 

over Fuzzy-MC . To the best of our knowledge, this is the first at- 

tempt to use a membrane computing model to solve multiobjective 

fuzzy clustering problems. 

The rest of this paper is arranged as follows. Section 2 intro- 

duces multiobjective fuzzy clustering problems. Section 3 briefly 

reviews the definition and inherent mechanism of tissue-like 

membrane systems. In Section 4 , a multiobjective clustering frame- 

work for fuzzy clustering is described in detail. In Section 5 , ex- 

perimental results carried out on some benchmark data sets are 

presented. Finally, conclusions are drawn in Section 6 . 

2. Problem statement 

Data clustering in a d -dimensional Euclidean space is a pro- 

cess, which partitions n data points into several groups according 

to some similarity. Suppose that X = { X 1 , X 2 , . . . , X n } is a data set 

consisting of n unlabeled data points, where X i = (x i 1 , x i 2 , . . . , x id ) , 

i = 1 , 2 , . . . , n . A fuzzy clustering approach tries to find a fuzzy par- 

titioning, { C 1 , C 2 , . . . , C K } , such that the similarity of the data points 

in the same cluster is maximum and data points from different 

clusters differ as much as possible. Note that for a fuzzy parti- 

tioning, a data point can belong to all classes with a certain fuzzy 

membership degree for each class. Therefore, an appropriate parti- 

tioning matrix, U = [ u i j ] K×n , needs to be evolved, where u ij ∈ [0, 1] 

denotes the membership grade of the j th element to the i th cluster. 

The fuzzy partitioning should maintain the following properties: 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

0 < 

n ∑ 

j=1 

u i j < n for i = 1 , 2 , . . . , K 

K ∑ 

i =1 

u i j = 1 for j = 1 , 2 , . . . , n 

K ∑ 

i =1 

n ∑ 

j=1 

u i j = n 

(1) 

In the existing optimization-based clustering algorithms, fuzzy 

clustering problem is regarded as an optimization problem, how- 

ever, most of them are single-objective because only a single clus- 

ter valid index is optimized. Note that a cluster valid index focuses 

mainly on some intrinsic partitioning property. However, a data set 

may have different geometric shapes, for example, the compact- 

ness of clusters, the spatial separation between the clusters and 

the cluster’s symmetry. So, a single cluster valid index can fail to 

deal with data sets that have different geometric shapes. There- 

fore, fuzzy clustering problem should be posed as a multiobjective 

optimization problem, in which more objective functions (cluster 

valid indices) are optimized simultaneously. There are three cluster 

valid indices used widely in single-objective clustering algorithms: 

J m 

, XB-index and Sym-index. The existing results have shown that 

the three indices can capture different data characteristics: (i) J m 

can detect hyperspherical shaped clusters; (ii) XB-index can well 

detect compact and hyperspherical shaped clusters and empha- 

size the separation between two nearest clusters; (iii) Sym-index 

is more effective to detect symmetrical sharped clusters from the 

data set. 

Since the three cluster valid indices can better capture the in- 

trinsic characteristics of samples, they will be used as the objec- 

tive functions to be optimized simultaneously in this work. Thus, 

fuzzy clustering problem can be formally defined as a multiobjec- 

tive minimization problem 

⎧ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎩ 

min 

(z 1 , ... ,z K ) 
[ f 1 , f 2 , f 3 ] 

f 1 (z 1 , . . . , z K ) = J m 

(z 1 , . . . , z K ) 
f 2 (z 1 , . . . , z K ) = X B (z 1 , . . . , z K ) 
f 3 (z 1 , . . . , z K ) = 1 /Sym (z 1 , . . . , z K ) 

(2) 

where z 1 , . . . , z K are K parameters to be optimized, which denote K 

cluster centers of a partitioning. 

In FCM, J m 

is defined as follows 

J m 

(Z) = 

K ∑ 

i =1 

n ∑ 

j=1 

u 

2 
i, j d 

2 (x j , z i ) (3) 
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