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a b s t r a c t 

Semi-supervised learning (SSL) aims to use unlabeled data as an additional source of information in order 

to improve upon the performance of supervised learning methods. The availability of labeled data is often 

limited due to the expensive and/or tedious annotation process, while unlabeled data could be easily 

available in large amounts. This is particularly true for predictive modelling problems with a structured 

output space. In this study, we address the task of SSL for multi-target regression (MTR), where the 

output space consists of multiple numerical values. We extend the self-training approach to perform SSL 

for MTR by using a random forest of predictive clustering trees. In self-training, a model iteratively uses 

its own most reliable predictions, hence a good measure for the reliability of predictions is essential. 

Given that reliability estimates for MTR predictions have not yet been studied, we propose four such 

estimates, based on mechanisms provided within ensemble learning. In addition to these four scores, we 

use two benchmark scores (oracle and random) to empirically determine the performance limits of self- 

training. We also propose an approach to automatically select a threshold for the identification of the 

most reliable predictions to be used in the next iteration. An empirical evaluation on a large collection of 

datasets for MTR shows that self-training with any of the proposed reliability scores is able to consistently 

improve over supervised random forests and multi-output support vector regression. This is also true 

when the reliability threshold is selected automatically. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

The major machine learning paradigms are supervised learning 

(e.g., classification, regression), where all the data are labeled, and 

unsupervised learning (e.g., clustering), where all the data are un- 

labeled. Semi-supervised learning (SSL) [1] examines how to ex- 

ploit both labeled and unlabeled data, aiming to benefit from the 

information that unlabeled data bring. SSL is of a practical rel- 

evance because, in many real-world scenarios, labeled data are 

scarce due to a costly and/or time-consuming labelling procedure; 

while unlabeled data abound and are easy to obtain. For exam- 

ple, such scenarios are encountered in life sciences (gene function 

prediction, quantitative structure-activity relationship modelling), 

ecology (habitat and community modeling), multimedia (annota- 

tion of images and videos) and semantic web (categorization and 

analysis of text and web). 

Intuitively, SSL yields best results when there are few labeled 

examples as compared to unlabeled ones (i.e., large-scale labelling 
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is not affordable). Such a scenario is especially relevant for ma- 

chine learning tasks with structured outputs where, due to the 

increased complexity of the output, labelling of the data is even 

more difficult. Consider, for example, the problem of natural lan- 

guage parsing, where the aim is to predict the parse tree that gen- 

erates a given input sentence. To label the data, linguists need to 

determine the parse tree for input sentences. This is feasible for 

a few sentences, but for large number of sentences the process 

becomes very tedious and expensive: It took 2 years to manually 

construct parse trees for 40 0 0 sentences of Penn Chinese Treebank 

[2] . At the same time unlabeled input sentences are readily avail- 

able in vast amounts. Another prominent example comes from the 

ecological modelling domain, where some attribute values are eas- 

ily available (e.g. temperature, humidity) whereas some other at- 

tribute values have to be manually collected/measured by experts 

and thus, can be the subject of the prediction process (e.g. water 

pollution in a river, or abundance of specific species which popu- 

late the river). Obviously, in the latter case, data collection is very 

expensive and time consuming, so only few observations can be 

obtained with limited resources [3] . 

In this study, we are concerned with SSL for the task of multi- 

target regression (MTR). MTR is a structured output prediction task 
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where the goal is to predict multiple continuous target variables 

(also known as multi-output or multivariate regression). In many 

real-life problems, we are interested in simultaneously predict- 

ing multiple continuous variables. Prominent examples of this task 

come from ecology: predicting the abundance of different species 

occupying the same habitat [4] , assessing different properties of 

forests [5] , or estimating vegetation quality indices [6] . We argue 

that SSL, as for classical machine learning tasks, can lead to im- 

proved predictive capabilities also for MTR by leveraging the con- 

tribution of unlabeled examples and, at the same time, by exploit- 

ing the possible dependencies among the multiple target variables. 

The handful of existing SSL methods for structured output 

prediction almost exclusively deal with discrete outputs. Here, a 

prominent work was done by Brefeld [7] , who used the co-training 

paradigm and the principle of maximizing the consensus among 

multiple independent hypotheses to develop semi-supervised sup- 

port vector learning algorithm for joint input-output spaces and 

arbitrary loss. Zhang and Yeung [8] proposed a semi-supervised 

method based on Gaussian processes for a task related to MTR: 

multi-task regression. In multi-task learning the aim is to predict 

multiple single-target variables with different training sets (in gen- 

eral, with different descriptive attributes) at the same time. The 

few existing SSL methods for MTR are highly specialized for indi- 

vidual applications. For example, Navaratnam et al. [9] have pro- 

posed a SSL method for MTR specialized for computer vision. On 

the other hand, SSL for single-target regression has received more 

attention in the past [10–13] . While it is possible to decompose a 

MTR problem into several (local) single-target ones and use such 

methods, there are several advantages of learning a global multi- 

target model over learning a separate local model for each target 

variable. Global models have better computational efficiency, typ- 

ically perform better and overfit less than a collection of single- 

target models [14,15] . 

We propose a global SSL method for MTR. More specifically, we 

extend the self-training approach [16] to the task of MTR. The main 

advantage of this iterative SSL approach is that it can be “wrapped”

around any existing (supervised) method. In the past, several stud- 

ies have proposed supervised methods for solving the task of MTR 

directly and demonstrated their effectiveness [6,14,17,18] . We pro- 

pose to use predictive clustering trees (PCTs), or more precisely, 

random forests [19] of PCTs for MTR, as base predictive models 

[14] for the self-training approach. PCTs are a generalization of 

standard decision trees towards predicting several types of struc- 

tured outputs: tuples of continuous/discrete variables, hierarchies 

of classes, and time series. 

The main principle of self-training is iterative usage of its own 

most reliable predictions for the unlabeled data as additional data 

in the training process. The most reliable predictions are selected 

by applying a threshold on the reliability scores of predictions. A 

good reliability scoring function assigns a high score to the predic- 

tions with low error and a low score to the predictions with high 

error. Obviously, a proper reliability scoring function is crucial for 

the success of self-training, since an error once made can reinforce 

itself in the subsequent iterations. However, developing a good re- 

liability scoring function is not a simple task [20] : This has not yet 

been entirely resolved in the single-target regression and classifi- 

cation, and even less for the task of MTR. 

In this paper, we propose and evaluate several reliability scor- 

ing functions for MTR, which are based on the mechanisms pro- 

vided by ensemble learning. Namely, we use the variance of the 

votes of an ensemble and random forest proximities to estimate 

the reliability of predictions [19,20] . These reliability estimates are 

by-products of ensemble learning. Hence, they impose almost no 

additional computational overhead, as opposed to some other re- 

liability estimates for regression [20] . This aspect is especially im- 

portant in SSL, where we can expect to deal with huge amounts 

of unlabeled data and/or to re-train the model several times (as in 

self-training). In order to empirically determine the performance 

limitations of the proposed approach to self-training for MTR, we 

use oracle scoring (the best possible scoring function) and random 

scoring as benchmark scoring functions. Finally, we explore the in- 

fluence of two strategies for merging per-target scores into a global 

score (normalized averaging and ranked averaging) on the perfor- 

mance of self-training. 

We also consider the problem of automatically determining the 

threshold on the reliability scores of predictions. The threshold- 

ing is crucial for the selection of the unlabeled examples with 

the most reliable predictions. The selected unlabeled examples to- 

gether with the predictions are then considered as training exam- 

ples in the next iteration. To this end, we propose an automatic 

threshold selection algorithm for SSL that exploits the out-of-bag 

error obtained when learning the ensemble. 

Our study investigates three important questions: (1) Can un- 

labeled data improve predictive performance on MTR tasks in a 

self-training setting? (2) Which reliability scoring function yields 

the best predictive performance in this setting? (3) Can we ex- 

ploit the advantage introduced by the self-training setting for MTR 

when an automatic threshold selection algorithm is used? To ad- 

dress these questions, we perform experimental evaluation of self- 

training with the various reliability scoring functions using 9 MTR 

datasets from various domains. The evaluation reveals that self- 

training, coupled with any of the proposed reliability scoring func- 

tions, is able to outperform a supervised random forest and multi- 

output support vector regression (MSVR) [21,22] . In particular, all 

of the proposed reliability scoring functions performed better than 

random scoring. The best results, excluding the upper (oracle) lim- 

its on the performance of self-training, were achieved by using a 

reliability score based on the variance of the votes of ensemble 

members. 

We summarize the major contributions of this paper as follows: 

• A SSL method tailored for the task of MTR based on the predic- 

tive clustering framework for predicting structured outputs. 

• Two reliability scoring functions for MTR predictions, two nor- 

malization strategies, and two strategies for merging per-target 

scores into a global score. 

• Empirical determination of the upper bounds on the perfor- 

mance, i.e., the potential of SSL with self-training. 

• An automatic threshold selection algorithm, i.e., a practical so- 

lution for exploiting the potential of SSL with self-training. 

• Empirical evaluation of the proposed method on 9 MTR 

datasets. 

An initial investigation of the proposed SSL method for MTR 

has been presented in a workshop paper [23,24] . We extend that 

work along six major dimensions. First, we propose a new reli- 

ability scoring function based on the random forest proximities, 

in addition to the one based on the variance of the votes of the 

ensemble members. Second, we propose four strategies for ob- 

taining a single global score from the per-target scores. Third, we 

propose an oracle score to test the performance bounds of the 

self-learning paradigm. Fourth, we propose an algorithm for the 

automatic selection of the threshold for reliability of predictions. 

Fifth, we consider a more sophisticated stopping criterion for self- 

training, which automatically stops learning if the performance be- 

gins to degrade. Finally, the empirical evaluation is performed on a 

larger collection of MTR datasets. 

The remainder of the paper is organized as follows. In the next 

section, we present the background of the work presented here. 

This includes a discussion on related work on the topics of MTR 

and SSL, and a brief description of the predictive clustering frame- 

work. Next, in Section 3 we describe the self-training approach and 

the proposed reliability scores for MTR. The experimental design 
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