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Abstract

The k-Nearest Neighbors classifier is a simple yet effective widely renowned
method in data mining. The actual application of this model in the big data
domain is not feasible due to time and memory restrictions. Several dis-
tributed alternatives based on MapReduce have been proposed to enable
this method to handle large-scale data. However, their performance can be
further improved with new designs that fit with newly arising technologies.

In this work we provide a new solution to perform an exact k-nearest
neighbor classification based on Spark. We take advantage of its in-memory
operations to classify big amounts of unseen cases against a big training
dataset. The map phase computes the k-nearest neighbors in different train-
ing data splits. Afterwards, multiple reducers process the definitive neighbors
from the list obtained in the map phase. The key point of this proposal lies on
the management of the test set, keeping it in memory when possible. Other-
wise, it is split into a minimum number of pieces, applying a MapReduce per
chunk, using the caching skills of Spark to reuse the previously partitioned
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