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a b s t r a c t 

Several classification techniques have been investigated and evaluated earlier for the software fault pre- 

diction. These techniques have produced different prediction accuracy for the different software systems 

and none of the technique has always performed consistently better across different domains. On the 

other hand, software fault prediction using ensemble methods can be very effective, as they take the ad- 

vantage of each participating technique for the given dataset and try to come up with better prediction 

results compared to the individual techniques. Many works are available for classifying software modules 

being faulty or non-faulty using the ensemble methods. These works are only specifying that whether a 

given software module is faulty or not, but number of faults in that module are not predicted by them. 

The use of ensemble methods for the prediction of number of faults has not been explored so far. To fulfill 

this gap, this paper presents ensemble methods for the prediction of number of faults in the given soft- 

ware modules. The experimental study is designed and conducted for five open-source software projects 

with their fifteen releases, collected from the PROMISE data repository. The results are evaluated under 

two different scenarios, intra-release prediction and inter-releases prediction. The prediction accuracy of 

ensemble methods is evaluated using absolute error, relative error, prediction at level l , and measure of 

completeness performance measures. Results show that the presented ensemble methods yield improved 

prediction accuracy over the individual fault prediction techniques under consideration. Further, the re- 

sults are consistent for all the used datasets. The evidences obtained from the prediction at level l and 

measure of completeness analysis have also confirmed the effectiveness of the proposed ensemble meth- 

ods for predicting the number of faults. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

As the demand of high performance and efficient software sys- 

tems is growing day by day, their complexity is also increasing 

continuously. The increased complexity makes the quality assur- 

ance task difficult. On the other hand, ensuring the high qual- 

ity of software is a costly task and requires ample amount of re- 

sources. Additionally, many reports suggested that testing a soft- 

ware project thoroughly and completely is very difficult with the 

limited testing resources [1] . Therefore, many earlier works focused 

on the prioritization of quality assurance activities. Knowing the 

parts of software that are more likely to be fault-prone before the 

testing phase can help in allocating testing resources efficiently 

and optimally. Software fault prediction aims to solve this kind of 

problem. It involves prediction of the fault prone modules prior 
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to the testing phase using some underlying characteristics of soft- 

ware. It uses software metrics (e.g. Lines of Code, McCabe Cyclo- 

matic Complexity) and software faults obtained from the previous 

releases of the project or similar projects to build fault prediction 

model and uses this model to predict faults in the future releases 

of the project. 

Several classification techniques have been successfully applied 

to software fault prediction over the last few decades. This in- 

cludes techniques such as decision tree [2] , naive Bayes [3] , logis- 

tic regression [4] , support vector machine [5] , discriminant analysis 

[6] , factor analysis [7] , fuzzy classification [8] , random forest [9] , 

Bayesian network [10] , artificial neural networks [11] , etc., which 

are mainly applied for predicting software modules being faulty or 

non-faulty. Some other techniques such as, decision tree regression 

[12] , negative binomial regression [13] , Poisson regression [14] , ge- 

netic programming [15] have been used for predicting the num- 

ber of faults and fault density. The analysis of these techniques re- 

vealed that each technique has different prediction capabilities and 

the performance of these techniques is not consistent across dif- 
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ferent software systems and varies from dataset to dataset [16,17] . 

Recently, a number of researchers have analyzed ensemble meth- 

ods for software fault prediction and reported better performance 

of ensemble methods over the individual participating fault predic- 

tion techniques [18–21] . 

The center idea of ensemble method is to utilize the predic- 

tion capabilities of several weak learning techniques for the given 

dataset and come up with better prediction results by combin- 

ing their prediction outputs [22] . The idea of using the ensem- 

ble method is attractive, since the final output is based on com- 

bination of the outputs of different techniques that leads to the 

more accurate prediction. Ensemble method helps to alleviate the 

problem of finding the global minima for the given input func- 

tion over the individual techniques. The problem with classifica- 

tion techniques is to find the global minima of the given function. 

Even, with the sufficient training dataset in-hand, it requires a sig- 

nificantly large number of computational resources to determine 

the global minima [18] . Ensemble method eliminates this problem 

by averaging or aggregating the local optimal solutions of several 

weak learning techniques for the given input function [18] . It also 

solves the small sample size problem by incorporating multiple 

techniques to reduce the potential risk of overfitting the training 

dataset. These benefits of ensemble methods attracted a significant 

amount of research using ensemble methods for the binary class 

classification of software faults. However, use of ensemble method 

for the prediction of number of faults remained unexplored so far. 

Locating and predicting the number of faults accurately can help 

the software tester to streamline the testing effort s to be applied 

in the later phases of software development. Therefore, evaluation 

of the effectiveness of ensemble methods is required for the pre- 

diction of number of faults in software systems. 

Various works (e.g., [18,21,23] ) on the use of homogeneous en- 

semble methods such as bagging, boosting for software fault pre- 

diction are available for predicting software module being faulty or 

non-faulty. However, in the area of ensemble methods for software 

fault prediction, very few works are available that presented en- 

semble methods for combining the outputs of different participat- 

ing learning techniques. In homogeneous ensemble methods, we 

can only harness the capability of one learning technique. It might 

be better to use more than one learning techniques since different 

techniques can perform best locally and combining their outputs 

can help in achieving overall better accuracy [22,24] . Additionally, 

using more than one techniques increase the generalization of pre- 

diction. However, very few works including a rudimentary study 

by us that is under publication explore this for the software fault 

prediction, especially for the prediction of number of faults. Hence, 

the novelty of this work lies in presenting heterogeneous ensemble 

methods that combine different learning techniques for the predic- 

tion of number of faults. This paper investigates and evaluates the 

capabilities of ensemble methods for the prediction of number of 

faults in the given software system. Following are the contributions 

of the paper: 

• This paper expands the use of ensemble methods for the pre- 

diction of number of faults unlikely the earlier works on en- 

semble methods that focused on predicting software modules 

as faulty or non-faulty. 
• This paper investigates the usage of both heterogeneous ensem- 

ble methods as well as homogeneous ensemble methods for the 

prediction of number of faults. 
• We present two linear combination rules and two non-linear 

combination rules for combining the outputs of the base learn- 

ers in the ensemble. 
• In addition, we assess the performance of ensemble meth- 

ods under two different scenarios, intra-release prediction and 

inter-releases prediction. 

In this paper, we perform an experimental study for five soft- 

ware projects with their fifteen releases, available in the PROMISE 

data repository [25] and evaluate the fault prediction performance. 

In this paper, we aim to find empirical evidences to answer the 

following research questions: 

RQ1: How do ensemble methods perform in the prediction of num- 

ber of faults? 

This research question aims to evaluate the performance of en- 

semble methods for the prediction of number of faults. Earlier re- 

ported studies of ensemble methods for software fault prediction 

performed prediction in the form of predicting software modules 

being faulty or non-faulty. On the other hand, we build and evalu- 

ate ensemble methods for the prediction of number of faults. 

RQ2: How do heterogeneous ensemble methods perform in com- 

parison to homogeneous ensemble methods? 

We investigate the use of heterogeneous ensemble methods for 

the prediction of number of faults and compare their performance 

with homogeneous ensemble methods such as bagging and boost- 

ing. 

RQ3: Does selection of combination rules affect the performance of 

ensemble methods? 

We assess two linear combination rules based approaches and 

two non-linear combination rules based approaches to combine 

the base learner outputs for ensemble methods. 

RQ4: Is accuracy of inter-releases fault prediction comparable with 

intra-release fault prediction? 

We evaluate the performance of presented ensemble meth- 

ods under two different scenarios, intra-release prediction and 

inter-releases prediction by performing experiments using five-fold 

cross-validation on fifteen software fault datasets. 

The rest of the paper is organized as follows. Section 2 reviews 

the work related to the prediction of number of faults and en- 

semble methods. Section 3 presents an overview of our proposed 

ensemble method. The details of the experimental setup are pro- 

vided in the Section 4 . The results are presented in Section 5 . 

Section 6 presents the comparative analysis of ensemble meth- 

ods with the individual participating fault prediction techniques 

and with homogeneous ensemble methods. Section 7 examines 

the applicability of proposed ensemble methods to the Eclipse 

project. Section 8 presents the discussion of the results. The pos- 

sible threats to the validity are given in Section 9 , followed by the 

conclusions in Section 10 . 

2. Related work 

Prediction of number of faults in a given software system us- 

ing machine learning and statistical techniques has been done by 

a number of researchers earlier. Most of these studies include the 

techniques such as generalized linear regression [26] , Poisson re- 

gression [14] , negative binomial regression [13] , genetic program- 

ming [27] , neural network [20] , etc. 

Grave et al. [26] evaluated generalized linear regression (GLR) 

for predicting number of faults in the given software system. 

The experimental investigation has been carried out over a large 

telecommunication system having various software change metrics. 

The results revealed that module age, changes made to a module, 

and age of the change metrics together produced the best fault 

prediction accuracy. While, other used software metrics such as 

size of a module and complexity were not significantly correlated 

with fault-proneness. The study did not provide any evaluation of 

GLR technique for the prediction of number of faults. 

Ostrand et al. presented a negative binomial regression (NBR) 

model for the number of fault and fault density prediction in the 

given software systems [28] . The presented fault prediction model 

was built and evaluated for two industrial software systems hav- 

ing different software file characteristics and LOC metrics. The re- 
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