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Abstract

In microarray-based gene expression analysis, thousands of genes are in-

volved to monitor their expression levels under a particular condition. In

fact, however, only few of them are highly expressed, which has been proven

by Golub et al. How to identify these discriminative genes effectively is a

significant challenge to risk assessment, diagnosis, prognostication in growing

cancer incidence and mortality.

In this paper, we present a global feature selection method based on

semidefinite programming model which is relaxed from the quadratic pro-

gramming model with maximizing feature relevance and minimizing feature

redundancy. The main advantage of relaxation is that the matrix in mathe-

matical model only requires symmetric matrix rather than positive (or semi)

definite matrix. In semidefinite programming model, each feature has one

constraint condition to restrict the objective function of feature selection

problem. Herein, another trick in this paper is that we utilize Lagrange mul-
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