Accepted Manuscript

Global Feature Selection From Microarray Data Using Lagrange

Multipliers

Shiquan Sun, Qinke Peng, Xiaokang Zhang

Pll:
DOI:
Reference:

To appear in:

Received date:

Revised date:

Accepted date:

Please cite this article as: Shiquan Sun, Qinke Peng, Xiaokang Zhang, Global Feature Selec-
tion From Microarray Data Using Lagrange Multipliers, Knowledge-Based Systems (2016), doi:

S0950-7051(16)30250-7
10.1016/j.knosys.2016.07.035
KNOSYS 3623

Knowledge-Based Systems

19 December 2015
25 July 2016
26 July 2016

10.1016/j.knosys.2016.07.035

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service
to our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and

all legal disclaimers that apply to the journal pertain.

1SSH 00807051



http://dx.doi.org/10.1016/j.knosys.2016.07.035
http://dx.doi.org/10.1016/j.knosys.2016.07.035

Global Feature Selection From Microarray Data Using
Lagrange Multipliers
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Abstract

In microarray-based gene expression analysis, theusands of genes are in-
volved to monitor their expression levels under ayparticular condition. In
fact, however, only few of them are highly expressed, which has been proven
by Golub et al. How to identify these diSeriminative genes effectively is a
significant challenge to risk assessmenty diagnosis, prognostication in growing
cancer incidence and mortality.

In this paper, we present a global feature selection method based on
semidefinite programming medel which is relaxed from the quadratic pro-
gramming model a&ith maximizing feature relevance and minimizing feature
redundancy. Phe main’advantage of relaxation is that the matrix in mathe-
matical moédel only requires symmetric matrix rather than positive (or semi)
definité ‘matrix. In semidefinite programming model, each feature has one
constraint /condition to restrict the objective function of feature selection

problem. Herein, another trick in this paper is that we utilize Lagrange mul-
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