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a b s t r a c t 

Currently, the use of large ontologies in various areas of knowledge is increasing. Since these ontologies 

can present overlapping of content, the identification of correspondences between entities becomes nec- 

essary for different tasks, for example, data integration and data linkage. Matching large ontologies is 

a challenge since it involves an excessive number of comparisons between entities which leads to high 

execution times and requires a considerable amount of computing resources. This work proposes a fine- 

grained load balancing technique which can be applied to Partition-Parallel-based Ontology Matching 

(PPOM) approaches. A PPOM approach partitions the input ontologies into sub-ontologies and executes 

the comparisons between entities in parallel (for instance, using MapReduce). In this sense, the fine- 

grained load balancing technique aims to guide the even distribution of comparisons among the nodes of 

a cluster infrastructure. Experimental results indicate that the proposed load balancing technique is able 

to reduce the overall execution time of PPOM approaches. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

Currently, there is a vast amount of information on different ar- 

eas of knowledge, e.g., health, weather, and science. One way to 

describe the knowledge of a particular area is through the use of 

(domain) ontologies [1–3] . In an ontology, the information is repre- 

sented as a set of concepts, instances, and relations between con- 

cepts. A concept corresponds to a group of individuals sharing the 

same properties. Properties are binary relations used to define re- 

lationships between individuals or between individuals and data 

values. Instances are the specific representation of a concept. Rela- 

tions specify in what sense a concept is related to other concepts 

in the ontology. 

Since ontologies can present overlapping of content, the (semi- 

)automatic identification of similarities between entities (i.e., con- 

cepts, properties or individuals) becomes necessary for different 

tasks, e.g., data integration and data linkage. The process which de- 

termines the pairs of similar entities (correspondences) between 
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ontologies is called Ontology Matching (OM) [1,4] . In traditional 

OM, two ontologies O 1 and O 2 (normally modelling the same or 

similar domains) are received as input, and a pairwise comparison 

of entities is performed following the Cartesian product, i.e., all en- 

tities of ontology O 1 are compared with all entities of O 2 . Similarly 

to [1,3,5,6] , in this work, we have restricted the correspondence 

identification to concepts. 

To calculate the similarity between two concepts, multiple 

matching algorithms (matchers) are applied. The matchers exploit 

lexical, structural or semantic properties of concepts using dif- 

ferent similarity/distance functions [1] . Therefore, matchers tend 

to present different computational complexities. In general, each 

matcher explores an specific property of the involved concepts, 

e.g., label and is-a relations. Thus, several comparisons are per- 

formed for each pair of concepts, not only due to the use of mul- 

tiple matchers, but also because a single matcher can perform di- 

verse comparisons. For instance, a matcher that compares two con- 

cepts based on their subconcepts needs to match the whole set 

of subconcepts of both concepts. In this work, we apply linguistic 

matchers (e.g., matchers that explore concept labels) to determine 

the similarity between concepts. 

The similarity value, which is produced by each matcher, varies 

between 0 (no similarity) and 1 (complete similarity). For each pair 
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of concepts, the similarity value is generated through aggregation 

measures (e.g., average and weighted average) of the partial simi- 

larity values produced by the matchers [1] . If the similarity value 

is greater than a similarity threshold, the pair of concepts is con- 

sidered as a correspondence. The correspondences form the align- 

ment between O 1 and O 2 . Quality metrics (e.g., F-measure ) are used 

to measure the effectiveness of the alignment. 

In general, domain ontologies contain thousands of concepts, 

being considered large ontologies (10,0 0 0+ concepts) [4] . When 

dealing with large ontologies, the traditional OM process (Cartesian 

product) is time-consuming and memory-intensive [6,7] . There- 

fore, to optimize the OM process, approaches for reducing the 

search space (i.e., minimizing the amount of comparisons to be 

performed) and/or execute the OM process in parallel [8] can 

be applied. In Partition-based OM [9] , to minimize the match 

search space, each input ontology ( O 1 and O 2 ) is individually parti- 

tioned and the concepts are divided into the sub-ontologies (parti- 

tions), such that there is no overlap between the sub-ontologies. 

After that, the sub-ontologies of O 1 and O 2 with a certain de- 

gree of similarity are paired and the concepts inside each pair 

of sub-ontologies are matched following the Cartesian product 

[4] . In turn, parallel-based OM approaches [5,8,10] aim to re- 

duce the overall execution time by distributing the pairs of con- 

cepts among the various resources (e.g., computers or virtual 

machines) of a computational infrastructure. In this work, we con- 

sider the Partition-Parallel-based Ontology Matching (PPOM) ap- 

proach, which combines both techniques in order to improve even 

more the efficiency of the OM process in the large ontologies 

context. 

Particularly, parallel-based OM approaches usually tackle two 

major problems: load imbalancing and high replication rate [10] . 

Load imbalancing occurs when some nodes execute comparisons 

for a long time while other nodes remain idle. This problem di- 

rectly influences the efficiency of the whole OM process, since the 

slowest node dominates the overall execution time. One reason 

for load imbalancing is that partition-based OM approaches can 

produce pairs of sub-ontologies which generate different amounts 

of pairs of concepts to be compared. Thus, if the workload dis- 

tribution among the nodes is based on the amount of pairs of 

sub-ontologies, a node will probably receive more pairs of con- 

cepts than others. In addition, since the amount of comparisons 

for each pair of concepts varies, a node may receive pairs of con- 

cepts which results in much more comparisons than the other 

nodes. 

To parallel the partition-based OM approaches, for each pair 

of sub-ontologies, the concepts of the first sub-ontology must be 

spread among the nodes while the concepts of the other sub- 

ontology must be replicated and sent to the nodes which contain 

the concepts of the first sub-ontology. In the worst case, the con- 

cepts of a sub-ontology will be spread to all nodes, which forces 

all concepts of the other sub-ontology to be replicated to all nodes. 

Although the replication of concepts is needed, a high replication 

rate reduces the efficiency of parallel-based OM approaches since it 

increases the volume of data transmitted among the nodes. Hence, 

the replication rate should be minimized by replicating concepts 

as few as possible. 

In this work, we propose a fine-grained load balancing tech- 

nique which can be applied to PPOM approaches. To guide the 

even distribution of comparisons among the nodes, the fine- 

grained technique takes into account the amount of comparisons 

to be performed in each pair of concepts. Furthermore, to reduce 

the amount of replicated concepts for each pair of sub-ontologies, 

the proposed technique minimizes the amount of nodes to which 

the concepts are sent. The technique is applied to the PPOM ap- 

proach proposed in [8] to be evaluated regarding efficiency and ef- 

fectiveness using real and synthetic ontologies. 

2. Parallel-based ontology matching 

Usually, the OM process can be parallelized in two ways, ac- 

cording to the way matchers are executed [5] : inter-matcher and 

intra-matcher. In inter-matcher parallelization, each node (e.g., 

computer, virtual machine or computer core) of a distributed com- 

puting infrastructure (e.g., a cloud or a cluster of machines) ex- 

ecutes a particular matcher. Each node receives all pairs of con- 

cepts, where the matcher (particular of the node) executes the 

comparisons. In intra-matcher parallelization, each node executes 

all matchers. The pairs of concepts are distributed among the avail- 

able nodes and all matchers perform the comparisons sequentially. 

A major disadvantage of inter-matcher parallelization is related 

to the different complexities of matchers. The complexity of a 

matcher refers to the computational cost to execute a compari- 

son. For a homogeneous infrastructure (nodes with the same con- 

figuration), the node which hosts the most complex matcher will 

probably execute for a long time while the other nodes (hosting 

less complex matchers) will likely remain idle. This imbalance di- 

rectly affects the overall execution time of the OM process. This 

problem is out of the scope of this current paper. In this work, 

we assume that all nodes execute the same set of matchers (intra- 

matcher), i.e., all nodes are similar regarding the complexity of the 

executed matchers. However, intra-matcher parallelization intro- 

duces two relevant problems: high replication rate (which is dis- 

cussed in Section 1 ) and load imbalancing caused by data skew- 

ness [11] . 

For parallel-based OM approaches, which use MapReduce as a 

programming model [12] , the load imbalancing problem can hap- 

pen both in the map or reduce phases ( map-skew and reduce-skew , 

respectively) [11] . However, since the comparisons between con- 

cepts are executed in the reduce phase, this phase is the most af- 

fected one. The problem can occur due to three reasons [11,13] : 

(i) the skew caused by an uneven distribution of pairs of concepts 

to tasks; (ii) the skew caused by some pairs of concepts taking 

much longer to be compared than others; and (iii) the computing 

infrastructure with heterogeneous nodes (different configurations). 

To reduce the reduce-skew problem, the load balancing technique 

proposed in this work provides a solution to minimize problems 

(i) and (ii). 

3. Related work 

Parallel-based ontology matching has been addressed in several 

works. In [5,6] , the authors proposed their own parallel architec- 

ture which is divided into three modules: data (extracts the infor- 

mation from ontologies), workflow (forwards the comparisons to 

available resources) and match (compares the concepts and deter- 

mines the correspondences). In [8,14] , MapReduce was used as a 

programmable solution to parallel the comparisons between con- 

cepts. The approach proposed in [14] converts the input ontolo- 

gies into virtual documents and cyclically analyzes the similari- 

ties between documents to determine the correspondences. In [8] , 

the proposed approach combines partition and parallel techniques 

(PPOM). It employs the intra-matcher strategy to parallel the OM 

process. Input ontologies are partitioned and the resulting pairs of 

sub-ontologies are provided as input to the PPOM approach. How- 

ever, the approach does not apply any load balancing technique to 

distribute evenly the comparisons. 

Since MapReduce offers only a straightforward technique to 

distribute the workload among the nodes [15] , we apply a fine- 

grained load balancing technique to guide an even distribution of 

the workload. Our technique analyzes the amount of comparisons 

to be performed in each pair of concepts, based on the informa- 

tion (amount of concepts and properties) provided by an ontology 

partitioning algorithm. 
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