
ARTICLE IN PRESS 

JID: KNOSYS [m5G; July 19, 2016;9:29 ] 

Knowledge-Based Systems 0 0 0 (2016) 1–20 

Contents lists available at ScienceDirect 

Knowle dge-Base d Systems 

journal homepage: www.elsevier.com/locate/knosys 

A mixed-strategy based gravitational search algorithm for parameter 

identification of hydraulic turbine governing system 

Nan Zhang, Chaoshun Li ∗, Ruhai Li, Xijie Lai, Yuanchuan Zhang 

School of Hydropower and Information Engineering, Huazhong University of Science and Technology, Wuhan 430074, China 

a r t i c l e i n f o 

Article history: 

Received 15 January 2016 

Revised 22 June 2016 

Accepted 3 July 2016 

Available online xxx 

Keywords: 

Gravitational search algorithm 

Elite agent’s guidance 

Adaptive gravitational constant function 

Hydraulic turbine governing system 

Parameter identification 

a b s t r a c t 

A Mixed-Strategy based Gravitational Search Algorithm (MS-GSA) is proposed in this paper, in which 

three improvement strategies are mixed and integrated in the standard GSA to enhance the optimization 

ability. The first improvement strategy is introducing elite agent’s guidance into movement function to 

accelerate convergence speed. The second one is designing an adaptive gravitational constant function 

to keep a balance between the exploration and exploitation in the searching process. And the third im- 

provement strategy is the mutation strategy based on the Cauchy and Gaussian mutations for overcoming 

the shortages of premature. The MS-GSA has been verified by comparing with 7 popular meta-heuristics 

algorithms on 23 typical basic benchmark functions and 7 CEC2005 composite benchmark functions. The 

results on these benchmark functions show that the MS-GSA has achieved significantly better perfor- 

mance than other algorithms. The effectiveness and significance of the results have been verified by 

Wilcoxon’s test. Finally, the MS-GSA is employed to solve the parameter identification problem of Hy- 

draulic turbine governing system (HTGS). It is shown that the MS-GSA is able to identify the parameters 

of HTGS effectively with higher accuracy compared with existing methods. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

Hydraulic turbine governing system (HTGS) is one of the most 

important systems in hydropower plant, which plays a key role 

in maintaining safety, stability and economical operation of the 

hydropower plant [1] . The HTGS is a complicated non-minimum 

phase system [2–11] , and parameter identification of this kind 

of system is a challenging task. Parameter identification problem 

of the HTGS can be considered to be an optimization problem, 

and meta-heuristic algorithms which have been used as important 

methods to obtain the optimal solutions for practical engineering 

design optimization problems are widely applied in this task [12–

19] . For example, the genetic algorithm (GA) and particle swarm 

optimization (PSO) have been used to identify the parameter of 

HTGS and get a good result [20,21] . However, because of the HTGS 

is a complicated non-minimum phase system, there still exits some 

shortcomings when these methods are applied for the compli- 

cated characters of HTGS [22] . More effective meta-heuristics are 

in desperate need for complicated engineering optimization prob- 

lem, like parameter identification of HTGS. 

Recently, the development of meta-heuristics is blooming. A 

lot of methods have been proposed and studied, including Moth- 

Flame Optimization (MFO) [23] , Gravitational Search Algorithm 
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(GSA) [24] , Sine Cosine algorithm (SCA) [25] , Grey Wolf Optimizer 

(GWO) [27] , Black Hole(BH) [28] , Social Spider Algorithm (SSA) 

[29] , Search Group Algorithm(SGA) [30] , etc. Among these recently 

developed meta-heuristics, GSA is one of the most popular classes 

of nature-inspired optimizers, which is inspired by the well-known 

law of gravity and mass interactions. Although many researches 

have proved that the GSA is more effective than traditional meta- 

heuristics such as GA and PSO in solving various problems, there 

are still some shortcomings in the standard GSA, which mainly fo- 

cus on the following respects: imbalance of exploration and ex- 

ploitation, shortage of convergence, and the premature. Although 

many researches have studied one or two kinds of these shortcom- 

ings and improved the GSA accordingly, few of them have tried to 

solve these shortcomings comprehensively. 

The movement strategy is crucial in determining the search 

ability of GSA. In standard GSA, agents are driven by gravitational 

force, and the agent’s movement is not guided by elite agents or 

historical information, which is completely differently with some 

other meta-heuristics. Researchers have noticed that introduction 

and combination of different movement strategies would proba- 

bly be beneficial to improve the search performance of GSA. Li 

et al. [2] modified the movement function of GSA by introducing 

searching strategy of PSO, and found that information about indi- 

vidual’s best position and the population’s best position were use- 

ful to guide the move of an agent and accelerate the convergence 

speed of the population. The follow-up researches [3,31,32,34] 
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confirmed the effectiveness of improvement of movement’s func- 

tion by combing search strategy of PSO, and it’s found that this 

improvement is able to enhance the global exploration ability of 

GSA. A novel hybrid algorithm of GSA with Kepler algorithm was 

proposed to provide much stronger specialization in intensification 

and diversification [33] . Combination of different movement strate- 

gies endow GSA many merits and enhance the search performance. 

The gravitational constant function is important in accelerating 

the convergence speed of GSA. In the standard GSA a decaying ex- 

ponential function with fixed attenuation factor is used to calcu- 

late the gravitational constant at different time. Many researchers 

have also tried to define new gravitational constant function to im- 

prove the convergence speed of GSA. Fuzzy adaptive gravitational 

search algorithm (FAGSA) was proposed for the first time to tune 

the gravitational constant using fuzzy “IF/THEN” rules [35] . And 

a piecewise function based gravitational search algorithm (PFGSA) 

was proposed to select the better gravitational constant [36] . In 

[37] , the gravitational constant was set as a function of individ- 

ual optimum fitness instead of the fixed step sequence in original 

GSA. 

Premature is the potential defect of almost all population-based 

meta-heuristics. Researchers have also tried to introduce some 

new mutation operators to prevent premature. Nezamabadi-pour 

et al. [38] proposed a novel operator called “Disruption” inspiring 

from astrophysics to improve the exploration and exploitation abil- 

ities of the standard GSA. In [39] , the opposition-based learning 

was employed for population initialization and also for generation 

jumping to improve the convergence rate of the GSA. Doraghine- 

jad et al. [40] hybridized the Black Hole theory with GSA in or- 

der to prevent premature convergence and to improve the abili- 

ties of GSA in exploration and exploitation. In [26] , a locally infor- 

mation was introduced in GSA to improve premature convergence, 

in which each agent learns from its unique neighborhood formed 

by k local neighbors and the historically global best agent rather 

than from just the single elite group. In order to improve algo- 

rithm’s performance in preventing premature, a quantum-inspired 

gravitational search algorithm (QIGSA) [41] was proposed inspired 

by quantum phenomenon [42] . In [3] , the chaotic mutation was 

brought into the GSA to avoid the trap of local optima. Gaussian 

mutation [43] and Cauchy mutation [44] have also shown the abil- 

ity to improve swarm-based algorithms. Researches results have 

proved that bringing in a new operator is one of the effective ap- 

proaches to overcome premature and local convergence. 

Although the above mentioned improving strategies are useful 

to improve the performance of standard GSA, one particular strat- 

egy may only promote GSA on one aspect. As we have discussed, 

the combination with searching model of PSO mainly contribute 

to speed up the exploitation phase. The optimal design of gravita- 

tional constant function is aiming at accelerating the convergence 

speed. And the mutation operator is mainly effective on improving 

the ability of escaping from poor local optima. If we want to en- 

hance the searching ability of GSA further, multiple improvement 

strategies would be necessary. Then, the following questions are 

very interesting and worth to study: (1) how will the mixtures of 

multiple improvement strategies promote GSA; (2) which improve- 

ment strategy is more important and contributes the most if they 

are mixed and integrated in the standard GSA. 

Motivated by the above questions, a novel mixed strategy based 

gravitational search algorithm (MS-GSA) is proposed to improve 

the performance of GSA from different aspects, while elite guided 

movement strategy, adaptive gravitational constant function and 

combined mutation strategy are designed and integrated. In order 

to test the performance of the proposed algorithm, the MS-GSA 

was evaluated by 23 standard benchmark functions and 7 chal- 

lenging composite functions [40] . The contributions of these strate- 

gies on the improvement have been evaluated and analyzed. In this 

end, the proposed MS-GSA was used for the parameter identifica- 

tion of HTGS. The main contributions of this paper are: an improve 

GSA was proposed by designing multiple improvement strategies 

with a comprehensive perspective, and the contribution of differ- 

ent strategy in promoting GSA was evaluated. 

The rest of this paper is organized as follows: Section 2 intro- 

duces the three improvement strategies and proposes the MS-GSA. 

In Section 3 , the performance of the MS-GSA is compared with 

7 other meta-heuristics algorithms by using benchmark functions, 

and the three strategies are evaluated. The model of the HTGS is 

described and parameter identification of HTGS is conducted by 

using MS-GSA in Section 4 . Section 5 presents the conclusions of 

this study. 

2. The mixed-strategy based gravitational search algorithm 

2.1. Brief introduction of GSA 

The gravitational search algorithm (GSA) is a recently devel- 

oped meta-heuristic optimization algorithm that is inspired by the 

Newtonian Laws of Gravity and mass interaction. As a stochastic 

population-based algorithm, the GSA was introduced by Rashedi 

et al. [24] for the first time. In the GSA, the every particle in the 

universe is considered to be an object with mass. The one object 

is attracted by others objects through the gravity, so all of the ob- 

jects will be attracted to objects with heavier masses. The detailed 

information about the GSA is described as following: 

There are N agents in the search space, we define the position 

of the i th agent by Eq. (1) . 

X i = (x 1 i , ..., x 
d 
i , ..., x 

D 
i ) , f or i = 1 , .., .N, (1) 

where x d 
i 

is the position of the i th agent in the d th dimension. 

The acting force of agent i from agent j at the time t is defined 

by the following equation: 

F d i j (t) = G (t ) 
M i (t ) × M j (t) 

R i j (t ) + ε 

(
x d j (t ) − x d i (t) 

)
(2) 

where M j ( t ) and M i ( t ) are the mass which are related to agent i 

and j at time t , respectively. The Euclidian distance between agent 

i and j R ij ( t ) is defined as R ij ( t ) = ‖ X i ( t ), X j ( t ) ‖ 2 . ɛ is a small constant 

and the gravitational constant G ( t ) is defined as following equa- 

tion: 

G ( t ) = G 0 · exp 

(
−α · t 

max _ it 

)
(3) 

where G 0 is the initial gravitational constant, max_it is the max- 

imum iterations, t is the current iteration, and α is a constant, 

named as the attenuation factor. 

The mass of the i th agent is defined by the fitness evaluation as 

Eq. (12) : ⎧ ⎨ 

⎩ 

m i (t) 
f i t i (t) − worst(t) 

best( t) − worst(t) 

M i (t) = m i (t ) / 
∑ N 

j=1 m j (t ) 

(4) 

where fit i ( t ) is the fitness value of the agent i at time t. For a mini- 

mization problem, worst ( t ) and best ( t ) are calculated by the follow- 

ing equation: { 

best ( t ) = min 

j∈ { 1 ,...,N } 
f i t j ( t ) 

worst ( t ) = max 
j∈ { 1 ,...,N } 

f i t j ( t ) 
(5) 

In order to increase the random characteristic of algorithm, the 

total force acted on agent i in the direction d is a randomly com- 

position of the forces of from the other agents: 

F d i ( t ) = 

N ∑ 

j =1 , j � = i 
ran d j F 

d 
i j ( t ) (6) 
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