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Abstract

This paper develops a general framework of statistical inference on discrete
sample spaces, on which a neighborhood system is defined by an undirected
graph. The scoring rule is a measure of the goodness of fit for the model to
observed samples, and we employ its localized version, local scoring rules, which
does not require the normalization constant. We show that the local scoring
rule is closely related to a discrepancy measure called composite local Bregman
divergence. Then, we investigate the statistical consistency of local scoring rules
in terms of the graphical structure of the sample space. Moreover, we propose
a robust and computationally efficient estimator based on our framework. In
numerical experiments, we investigate the relation between the neighborhood
system and estimation accuracy. Also, we numerically evaluate the robustness
of localized estimators.
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1. Introduction

This paper proposes a general framework of statistical inference using unnor-
malized statistical models on discrete sample spaces. One of the most common
methods in statistical inference is the maximum likelihood estimator (MLE),
which is obtained by maximizing the empirical mean for the log-likelihood of
the statistical model. The MLE has some nice properties such as the statistical
consistency and efficiency. The computation of the normalization constant in
the statistical model is, however, often intractable in high-dimensional sample
domains.
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