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Abstract

Stochastic Gradient Descent (SGD) updates Convolutional Neural Network (CNN) with a noisy gradient computed from a random
batch, and each batch evenly updates the network once in an epoch. This model applies the same training e↵ort to each batch, but
it overlooks the fact that the gradient variance, induced by Sampling Bias and Intrinsic Image Di↵erence, renders di↵erent training
dynamics on batches. In this paper, we develop a new training strategy for SGD, referred to as Inconsistent Stochastic Gradient
Descent (ISGD) to address this problem. The core concept of ISGD is the inconsistent training, which dynamically adjusts the
training e↵ort w.r.t the loss. ISGD models the training as a stochastic process that gradually reduces down the mean of batch’s
loss, and it utilizes a dynamic upper control limit to identify a large loss batch on the fly. ISGD stays on the identified batch to
accelerate the training with additional gradient updates, and it also has a constraint to penalize drastic parameter changes. ISGD
is straightforward, computationally e�cient and without requiring auxiliary memories. A series of empirical evaluations on real
world datasets and networks demonstrate the promising performance of inconsistent training.
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1. Introduction

The accessible TFLOPs brought forth by accelerator tech-
nologies bolster the booming development in Neural Networks.
In particular, large scale neural networks have drastically im-
proved various systems in natural language processing [1],
video motion analysis [2], and recommender systems [3]. How-
ever, training a large neural network saturated with nonlinearity
is notoriously di�cult. For example, it takes 10000 CPU cores
up to days to complete the training of a network with 1 bil-
lion parameters [4]. Such computational challenges have man-
ifested the importance of improving the e�ciency of gradient
based training algorithm.

The network training is an optimization problem that
searches for optimal parameters to approximate the intended
function defined over a finite training set. A notable aspect
of training is the vast solution hyperspace defined by abundant
network parameters. The recent ImageNet contests have seen
the parameter size of Convolutional Neural Networks increase
to n ⇠ 109. Solving an optimization problem at this scale is
prohibitive to the second order optimization methods, as the
required Hessian matrix, of size 109 ⇥ 109, is too large to be
tackled by modern computer architectures. Therefore, the first
order gradient descent is widely used in training the large scale
neural networks.

The standard first order full Gradient Descent (GD), which
dates back to [5], calculates the gradient with the whole dataset.
Despite the appealing linear convergence rate of full gradient
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descent (O(⇢k), ⇢ < 1) [6], the computation in an iteration lin-
early increases with the size of dataset. This makes the method
unsuitable for neural networks trained with the sheer volume
of labelled data. To address this issue, Stochastic Gradient De-
scent [7, 8] was proposed by observing a large amount of re-
dundancy among training examples. It approximates the dataset
with a batch of random samples, and uses the stochastic gradi-
ent computed from the batch to update the model. Although the
convergence rate of SGD, O(1/

p
bk + 1/k) [9] where b is the

batch size, is slower than GD, SGD updates the model much
faster than GD in a period, i.e. larger k. As a result, the faster
convergence is observable on SGD compared to GD in prac-
tice. SGD hits a sweet spot between the good system utilization
[10] and the fast gradient updates. Therefore, it soon becomes
a popular and e↵ective method to train large scale neural net-
works.

The key operation in SGD is to draw a random batch from
the dataset. It is simple in math, while none-trivial to be imple-
mented on a large-scale dataset such as ImageNet [11]. State
of the art engineering approximation is the Fixed Cycle Pseudo
Random (FCPR) sampling (defined in section 3.4), which re-
trieves batches from the pre-permuted dataset like a ring, e.g.
d0 ! d1 ! d2 ! d0 ! d1 ! ... , where di denotes a batch. In
this case, each batch receives the same training iterations as a
batch updates the network exactly once in an epoch. Please
note this engineering simplification allows batches to repeti-
tively flow into the network, which is di↵erent from the random
sampling in Statistics. However, it is known that the gradient
variances di↵erentiate batches in the training [12], and gradient
updates from the large loss batch contribute more than the small
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