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Limitations of shallow nets approximation ✩

Shao-Bo Lin∗

College of Mathematics and Information Science, Wenzhou University, Wenzhou, 325035, P R China

Abstract

In this paper, we aim at analyzing the approximation abilities of shallow networks in reproducing

kernel Hilbert spaces (RKHSs). We prove that there is a probabilistic measure such that the

achievable lower bound for approximating by shallow nets can be realized for all functions in balls

of reproducing kernel Hilbert space with high probability, which is different with the classical

minimax approximation error estimates. This result together with the existing approximation

results for deep nets shows the limitations for shallow nets and provides a theoretical explanation

on why deep nets perform better than shallow nets.
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1. Introduction

Recent years have witnessed a tremendous growth of interest in deep nets, a.k.a., neural

networks with more than one hidden layers. Applications include the image classification [21],

speech recognition [23], manifold learning [4] and so on. All these applications show the excellent

power of deep nets over shallow nets, i.e, neural networks with one hidden layer. We refer the

readers to [18, 5, 24, 42, 12] and references therein for more applications and details of deep

nets.

The comparison of performances between deep nets and shallow nets is a classical topic in

approximation theory. Regardless of the computational burden, there are roughly two advan-

tages of deep nets approximation. The first one, called as the expressivity [39], shows that

there are various functions expressible by deep nets but cannot be approximated by any shallow

nets with similar number of neurons. A typical example is that deep nets can provide localized

approximation but shallow nets fail [10]. The other one, proposed in [11], is that deep nets can
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