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Abstract

A suitable feature representation can faithfully preserve the intrinsic structure of data. However,
traditional dimensionality reduction (DR) methods commonly use the original input features to
define the intrinsic structure, which makes the estimated intrinsic structure unreliable since re-
dundant or noisy features may exist in the original input features. Thus a dilemma is that 1) one
needs the most suitable feature representation to define the intrinsic structure of data and 2) one
should use the proper intrinsic structure of data to perform feature extraction. To address the prob-
lem, in this paper we propose a unified learning framework to simultaneously obtain the optimal
feature representation and intrinsic structure of data. The structure is learned from the results of
feature learning, and the features are learned to preserve the refined structure of data. By lever-
aging the interactions between the process of determining the most suitable feature representation
and intrinsic structure of data, we can capture accurate structure and obtain the optimal feature
representation of data. Experimental results demonstrate that our method outperforms state-of-
the-art methods in DR and subspace clustering. The code of the proposed method is available at
“http://www.yongxu.org/lunwen.html”.
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1. Introduction

In many computer vision and pattern recognition applications, high-dimensional data often
contain some redundant or noisy features. The performance of algorithm may drop exponentially
as the dimensionality of data increases [3, 40, 21, 17]. Therefore, it is essential to seek a low-
dimensional representation for the original high-dimensional data [30, 9]. Principal component
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