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Abstract

In this paper a new design of neural networks is introduced, which is able to
generate oscillatory patterns. The fundamental building block of the neural
network is O-neurons that can generate an oscillation in its transfer func-
tions. Since the natural policy gradient learning has been used in training a
central pattern generator paradigm, it is called Natural Learner CPG Neural
Networks (NLCPGNN). O-neurons are connected and coupled to each other
in order to shape a network and their unknown parameters are found by a
natural policy gradient learning algorithm. The main contribution of this
paper is design of this learning algorithm which is able to simultaneously
search for the weights and topology of the network. This system is capa-
ble to obtain any complex motion and rhythmic trajectory via first layer
and learn rhythmic trajectories in the second layer and converge towards all
these movements. Moreover this two layers system is able to provide vari-
ous features of a learner model for instance resistance against perturbations,
modulation of trajectories amplitude and frequency. Simulation of the learn-
ing system in the robot simulator (WEBOTS) that is linked with MATLAB
software has been done. Implementation on a real NAO robot demonstrates
that the robot has learned desired motion with high accuracy.These results
show proposed system produces high convergence rate and low test errors.
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