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Abstract

The goal of reinforcement learning is to learn an optimal policy which con-
trols an agent to acquire the maximum cumulative reward. The model-based re-
inforcement learning approach learns a transition model of the environment from
data, and then derives the optimal policy using the transition model. However,
learning an accurate transition model in high-dimensional environments requires
a large amount of data which is difficult to obtain. To overcome this difficulty, in
this paper, we propose to combine model-based reinforcement learning with the
recently developed least-squares conditional entropy (LSCE) method, which si-
multaneously performs transition model estimation and dimension reduction. We
also further extend the proposed method to imitation learning scenarios. The ex-
perimental results show that policy search combined with LSCE performs well for
high-dimensional control tasks including real humanoid robot control.
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1 Introduction

The goal of reinforcement learning is to learn an optimal policy which controls an agent
in an unknown environment to acquire the maximum cumulative reward. Reinforce-
ment learning is appealing because it does not assume strong prior knowledge about
the environment and only requires that the agent can collect data through interaction
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