
Accepted Manuscript

A neurodynamic approach to convex optimization problems with
general constraint

Sitian Qin, Yadong Liu, Xiaoping Xue, Fuqiang Wang

PII: S0893-6080(16)30118-6
DOI: http://dx.doi.org/10.1016/j.neunet.2016.08.014
Reference: NN 3662

To appear in: Neural Networks

Received date: 11 May 2016
Revised date: 8 August 2016
Accepted date: 30 August 2016

Please cite this article as: Qin, S., Liu, Y., Xue, X., & Wang, F. A neurodynamic approach to
convex optimization problems with general constraint. Neural Networks (2016),
http://dx.doi.org/10.1016/j.neunet.2016.08.014

This is a PDF file of an unedited manuscript that has been accepted for publication. As a
service to our customers we are providing this early version of the manuscript. The manuscript
will undergo copyediting, typesetting, and review of the resulting proof before it is published in
its final form. Please note that during the production process errors may be discovered which
could affect the content, and all legal disclaimers that apply to the journal pertain.

http://dx.doi.org/10.1016/j.neunet.2016.08.014


A neurodynamic approach to convex optimization
problems with general constraint

Sitian Qina, Yadong Liua, Xiaoping Xueb,∗, Fuqiang Wangc

aDepartment of Mathematics, Harbin Institute of Technology, Weihai, PR China
bDepartment of Mathematics, Harbin Institute of Technology, Harbin, PR China

cSchool of Automobile Engineering, Harbin Institute of Technology, Weihai, PR China.

Abstract

This paper presents a neurodynamic approach with a recurrent neural network
for solving convex optimization problems with general constraint. It is proved
that for any initial point, the state of the proposed neural network reaches the
constraint set in finite time, and converges to an optimal solution of the convex
optimization problem finally. In contrast to the existing related neural networks,
the convergence rate of the state of the proposed neural network can be calcu-
lated quantitatively via the  Lojasiewicz exponent under some mild assumptions.
As applications, we estimate explicitly some  Lojasiewicz exponents to show the
convergence rate of the state of the proposed neural network for solving convex
quadratic optimization problems. And some numerical examples are given to
demonstrate the effectiveness of the proposed neural network.
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1. Introduction

Consider the following nonlinear convex optimization programming

minimize f(x)
subject to x ∈ Ω (1)

where x = (x1, x2, ..., xn)T ∈ Rn is the vector of decision variables, f : Rn → R is
a convex function, Ω is a nonempty close convex bounded subset of Rn. Without
loss of generality, in this paper, we assume that nonlinear convex programming
(1) has at least an optimal solution.
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