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New results on exponential synchronization of memristor-based

neural networks with discontinuous neuron activations

Abdujelil Abdurahman, Haijun Jiang∗

College of Mathematics and System Sciences, Xinjiang University,

Urumqi, 830046, Xinjiang, P.R. China

Abstract. This paper investigates the exponential synchronization of delayed

memristor-based neural networks (MNNs) with discontinuous activation functions.

Based on the framework of Filippov solution and differential inclusion theory, us-

ing new analytical techniques and introducing suitable Lyapunov functionals, some

novel sufficient conditions ensuring the exponential synchronization of considered

networks are established via two types of discontinuous controls: linear feedback

control and adaptive control. In particular, we extend the discontinuous control

strategies for neural networks with continuous dynamics to MNNs with discontin-

uous activations. Numerical simulations are given to show the effectiveness of the

theoretical results. Our approach and theoretical results have a leading significance

in the design of synchronized MNN circuits involving discontinuous activations and

time-varying delays.
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1 Introduction

In conventional neural network models, the strengths of synapses among the neurons

are modeled by the connection weights, and in circuit implementation, the connection

weights among the neurons are modeled by the conductances of resistors [1, 2]. Though,
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