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Please cite this article as: Raúl Casaña-Eslava, Ian H. Jarman, Paulo J.G. Lisboa,
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Abstract

Quantum Clustering (QC) provides an alternative approach to clustering
algorithms, several of which are based on geometric relationships between data
points. Instead, QC makes use of quantum mechanics concepts to find struc-
tures (clusters) in data sets by finding the minima of a quantum potential. The
starting point of QC is a Parzen estimator with a fixed length scale, which sig-
nificantly affects the final cluster allocation. This dependence on an adjustable
parameter is common to other methods. We propose a framework to find suit-
able values of the length parameter σ by optimising twin measures of cluster
separation and consistency for a given cluster number. This is an extension of
the Separation and Concordance framework previously introduced for K-means
clustering. Experimental results on two synthetic data sets and three challeng-
ing real-world data sets show that optimisation of cluster separation identifies
QC solutions with consistently high Jaccard score measured against true-cluster
labels while optimisation of cluster consistency provides insights into hierarchi-
cal cluster structure.

Keywords: Quantum clustering, Non-spherical data distributions, Number of
clusters, Parameter optimization, Separation and Concordance

1. Introduction

As interest in knowledge extraction from data grows, this typically includes
exploratory analysis especially when the data are unlabelled. A central step in
exploratory data analysis is the discovery of different categories or profiles in
the data. Clustering algorithms are efficient methods for unsupervised learn-
ing among which a frequently used algorithm is K-Means [1]. This method
implements a hard partition of the data by identifying representative points,
the prototypes, which minimize the sum of within cluster squared Euclidean
distances as shown in Eqs. (1) and (2):
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