
 

Communicated by Prof. Zidong Wang

Accepted Manuscript

Fuzzy Clustering of Interval-Valued Data with City-Block and
Hausdorff Distances

Francisco de A.T. de Carvalho, Eduardo C. Simões

PII: S0925-2312(17)31021-4
DOI: 10.1016/j.neucom.2017.05.084
Reference: NEUCOM 18551

To appear in: Neurocomputing

Received date: 29 April 2016
Revised date: 6 March 2017
Accepted date: 30 May 2017

Please cite this article as: Francisco de A.T. de Carvalho, Eduardo C. Simões, Fuzzy Clustering
of Interval-Valued Data with City-Block and Hausdorff Distances, Neurocomputing (2017), doi:
10.1016/j.neucom.2017.05.084

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service
to our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and
all legal disclaimers that apply to the journal pertain.

http://dx.doi.org/10.1016/j.neucom.2017.05.084
http://dx.doi.org/10.1016/j.neucom.2017.05.084


ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

Fuzzy Clustering of Interval-Valued Data with
City-Block and Hausdorff Distances

Francisco de A.T. de Carvalhoa,∗, Eduardo C. Simõesa
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Abstract

Interval-valued data arises in situations where it is needed to manage either

the uncertainty related to measurements, or the variability inherent to a group

rather than an individual. This paper proposes a fuzzy c-means clustering algo-

rithm based on suitable adaptive City-Block and Hausdorff distances with the

purpose to cluster interval-valued data. This fuzzy c-means clustering algorithm

optimizes explicitly an objective function by alternating three steps aiming to

compute the fuzzy cluster representatives, the fuzzy partition, as well as rele-

vance weights for the interval-valued variables. Indeed, most often conventional

fuzzy c-means clustering algorithms consider that all variables are equally im-

portant for the clustering task. However, in real situations, some variables may

be more or less important or even irrelevant for clustering. Thanks to the use

of adaptive City-Block and Hausdorff distances, the paper proposes a fuzzy

c-means clustering algorithm that tackles this problem with a step where a

relevance weight is automatically learned for each interval-valued variable. Ad-

ditionally, various tools for the fuzzy partition and fuzzy cluster interpretation

of interval-valued data provided by this algorithm is also presented. Experi-

ments with suitable synthetic and real interval-valued datasets demonstrate the

robustness and the usefulness of this fuzzy c-means clustering algorithm and the

merit of the fuzzy partition and fuzzy cluster interpretation tools.
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