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a b s t r a c t 

To minimize speech distortion and residual noise, an optimal tradeoff between noise reduction and 

speech distortion needs to be considered. An optimal tradeoff method for single channel speech en- 

hancement was presented by solving a real-valued constrained optimization model in a recent literature. 

This paper proposes a new optimal tradeoff method for multichannel speech enhancement by solving a 

complex-valued optimization problem subject to a residual noise constraint with the masking threshold 

of the clean speech. An effective complex-valued multichannel learning algorithm is developed and its 

convergence analysis is established completely in a complex domain. Experiment results confirm that the 

proposed multichannel speech enhancement algorithm outperforms several conventional algorithms in 

terms of both objective measures and subjective measures. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Speech signals are usually corrupted by background noise in 

practice. The objective of speech enhancement is to restore the 

original signal from noisy observations. Over the past several 

decades, many of speech enhancement algorithms were presented. 

According to the availability of microphone information, speech 

enhancement algorithms can be classified as single channel based 

algorithms and multichannel based speech enhancement algo- 

rithms. The single channel speech enhancement algorithms were 

developed over several decades [1–8] . As the multi-microphone 

system was introduced, the multichannel speech enhancement al- 

gorithms were proposed in a recent decade. In contrast, since 

the multichannel microphone can utilize much more information 

to improve the performance of speech enhancement, the multi- 
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channel speech enhancement algorithms can exhibit better perfor- 

mance than the single channel speech enhancement algorithms by 

using received spatial information of signals. This paper focuses on 

the multichannel speech enhancement algorithms. 

The multichannel speech enhancement algorithms mainly in- 

clude the classic beamforming technique [9] , the multichannel 

Wiener filtering technique [10–12] , the linearly constrained min- 

imum variance technique [13] , the multichannel subspace tech- 

nique [10,14–16] , the statistical approach-based enhancement tech- 

nique [17–19] , and the robust and optimization-based technique 

[20] . Most of them have focused on improving the signal-to-noise 

ratio (SNR) without considering a tradeoff relationship between 

speech distortion and residual noise. Since noise reduction may re- 

sult in speech distortion, a balanced tradeoff between noise reduc- 

tion and speech distortion must be considered such that noise is 

maximally reduced while minimizing speech distortion. 

This paper proposes a complex-valued multichannel speech en- 

hancement algorithm for an optimal tradeoff between noise reduc- 

tion and speech distortion. One contribution of this paper is that 

an optimal balanced tradeoff between noise reduction and speech 

distortion is achieved by solving a complex-valued quadratic opti- 

mization problem subject to a residual noise constraint with the 

masking threshold of the speech. Another contribution of this pa- 

per is that an effective complex-valued algorithm is proposed to 
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solve the proposed optimization problem. Moreover, the conver- 

gence of the proposed complex-valued algorithm is obtained in a 

complex domain. Experiment results show that the proposed mul- 

tichannel speech enhancement algorithm outperforms several con- 

ventional algorithms in terms of both objective measures and sub- 

jective measures. 

The remainder of this paper is organized as follows. In 

Section 2 , we introduce related work. In Section 3 , we introduce 

a new speech optimization method for multichannel speech en- 

hancement and propose a complex-valued optimization algorithm 

for solving the associated optimization problem. In Section 4 , we 

give the convergence analysis of the proposed optimization algo- 

rithm. In Section 5 , we describe a complex-valued multichannel 

speech enhancement algorithm. In Section 4 , we produce experi- 

mental results. In Section 5.2 , we give the conclusion of this paper. 

2. Speech signal model and related work 

We are concerned with the speech signal model where a mi- 

crophone array with N sensors captures a convolved source signal 

under some noise environment. The received signals are expressed 

as 

y n (t) = g n (t) ∗ s (t) + v n (t) 

= x n (t) + v n (t) , n = 1 , 2 , . . . , N 

(1) 

where ∗ denotes linear convolution, s ( t ) is the unknown source 

signal, g n ( t ) represents the acoustic channel impulse response 

from the source to the n th microphone, x n (t) = g n (t) ∗ s (t) is the 

speech, v n (t) is the background noise and y n ( t ) is the received 

output signal at the n th microphone. We assume that the back- 

ground noise and source signal s ( t ) are mutually uncorrelated [1] . 

The problem under consideration focus on noise reduction. With- 

out loss of generality, we consider the desired signal as the speech 

signal at the 1-st microphone. Our goal is to estimate x 1 ( t ) from 

received signals { y n (t) } N n =1 . 

We first rewrite Eq. (1) in the short-time Fourier transform 

(STFT) domain at time frame l and discrete frequency k as 

Y n (k, l) = G n (k, l) S(k, l) + V n (k, l) 

= X n (k, l) + V n (k, l) , n = 1 , 2 , . . . , N 

(2) 

where Y n ( k , l ), G n ( k , l ), S ( k , l ), and V n ( k , l ) are the short-time 

Fourier transforms (STFTs) of y n ( t ), g n ( t ), s ( t ), and v n (t) , respec- 

tively. Furthermore, for discussing convenience, we omit k and l 

in all subsequent equations. Let Y = [ Y 1 , . . . , Y N ] 
T , V = [ V 1 , . . . , V N ] 

T , 

X = [ X 1 , . . . , X N ] 
T , and G = [ G 1 , . . . , G N ] 

T where the superscript T 

denotes the transpose operator. Then Eq. (2) is expressed as in a 

N -dimensional vector form: 

Y = X + V = G S + V = Ḡ X 1 + V . (3) 

where Ḡ � 

G 
G 1 

is the frequency impulse response ratio vector. In 

the STFT domain, the conventional multichannel noise reduction 

is performed by applying a complex weight to the output of each 

sensor at the frequency and time frame. 

Let ˆ X 1 = W 

H Y be the estimation of X 1 where W ∈ C 

N×1 is a 

complex linear filter and 

H denotes the conjugate transpose. In 

general, the linear filter is designed to minimize the following 

mean squared error (MSE) of the residual signal 

MSE = E[ r (W ) H r (W )] 

where E is the expectation operator and the residual signal is de- 

fined by 

r(W ) � 

ˆ X 1 − X 1 

= ( W − e 1 ) 
H X + W 

H V 

= r X + r V (4) 

where e 1 = [1 , 0 , . . . , 0] T , r X � ( W − e 1 ) 
H X represents the signal 

distortion, and r V � W 

H V represents the residual noise. Since the 

clean speech signals x n and noisy signals v n are mutually indepen- 

dent, the MSE of the residual signal can be expressed as 

E{ r (W ) H r (W ) } 
= ( W − e 1 ) 

H E{ X X 

H } ( W − e 1 ) 

+ W 

H E{ VV 

H } W 

= ( W − e 1 ) 
H �X ( W − e 1 ) + W 

H �V W (5) 

where �X � E{ X X 

H } is the covariance matrix of speech, �V � 

E{ VV 

H } is the covariance matrix of noise, and ( W − e 1 ) 
H �X ( W −

e 1 ) and W 

H �V W denote the energy of the signal distortion and 

the energy of the residual noise, respectively. 

The conventional multichannel Wiener filter (MWF) approach 

minimizes the MSE of the residual signal, which leads to the fol- 

lowing optimal filter: 

W MW F = (�X + �V ) 
−1 �X e 1 . (6) 

MWF is the optimal filter in the minimization of MSE. The energy 

of signal distortion is usually greater than 0 in MWF, this leads to 

speech distortion. Therefore, MWF does not consider how to obtain 

the optimal tradeoff between noise reduction and speech distor- 

tion. To overcome this defect, several optimization-based tradeoff

schemes for minimizing speech distortion and residual noise were 

presented. By using a balanced tradeoff parameter between the 

noise reduction and speech distortion, speech distortion weighted 

MWF (SDW-MWF) approach was proposed by solving the follow- 

ing unconstrained optimization problem [11] : 

min f 1 (W ) 

= ( W − e 1 ) 
H �X ( W − e 1 ) + μW 

H �V W 

(7) 

where μ is the balanced trade-off parameter. The SDW-MWF solu- 

tion is then given by 

W SDW −MW F = (�X + μ�V ) 
−1 �X e 1 . (8) 

The SDW-MWF is an improvement on the MWF since the balance 

between noise reduction and speech distortion can be controlled 

by tuning μ in the SDW-MWF. To avoid setting the balanced trade- 

off parameter, a multichannel psychoacoustically motivated (MPM) 

algorithm was presented in [20] . The MPM speech enhancement 

approach solves the following complex-valued constrained opti- 

mization problem: 

min f 2 (W ) 

= ρX 1 ‖ Ḡ 

H W − 1 ‖ 

2 + W 

H �V W 

s.t W 

H �V W = T (k, l) 

(9) 

where ρX 1 
= E{ X 1 X H 1 

} is the power spectrum of X 1 and T ( k , l ) is 

the masking threshold of the speech at time frame l and discrete 

frequency k . For discussing convenience, we also omit k and l for 

T ( k , l ) in all subsequent equations. It is seen that the MPM ap- 

proach leads to audible residual noise under certain conditions. In 

other words, it is not guaranteed that both the speech distortion 

and residual noise are minimized in the MPM approach. 

3. A new optimal tradeoff method for multichannel speech 

enhancement 

For the optimal tradeoff between the noise reduction and 

speech distortion of multichannel speech enhancement, we pro- 

pose minimizing the energy cost function of signal distortion sat- 

isfying the energy of residual noise below the masking threshold 
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