
ARTICLE IN PRESS 

JID: NEUCOM [m5G; July 10, 2017;8:56 ] 

Neurocomputing 0 0 0 (2017) 1–10 

Contents lists available at ScienceDirect 

Neurocomputing 

journal homepage: www.elsevier.com/locate/neucom 

Exponential adaptive synchronization of stochastic memristive chaotic 

recurrent neural networks with time-varying delays 

� 

Xiaofan Li a , b , ∗, Jian-an Fang 

a , Huiyuan Li b 

a College of Information Science and Technology, Donghua University, Shanghai 201620, China 
b School of Electrical Engineering, Yancheng Institute of Technology, Yancheng 224051, China 

a r t i c l e i n f o 

Article history: 

Received 9 December 2016 

Revised 10 March 2017 

Accepted 14 June 2017 

Available online xxx 

Communicated by Prof. S. Arik 

Keywords: 

Memristive neural networks 

Exponential adaptive synchronization 

Stochastic perturbations 

Time-varying delays 

a b s t r a c t 

This paper is focused on the global exponential adaptive synchronization problem of two stochastic mem- 

ristive chaotic neural networks with both stochastic disturbance and time-varying delays. First, in order to 

develop the guaranteed cost control, a periodically alternate adaptive rule is designed. Then, by construct- 

ing appropriate Lyapunov–Krasovskii functionals, several easily verified synchronization criteria are de- 

rived to guarantee exponential adaptive synchronization of drive-response stochastic memristive chaotic 

recurrent neural networks. Lastly, a numerical simulation is carried out to demonstrate the effectiveness 

of the proposed results. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

For the last few years, as we all know that neural networks 

has been extensively researched to solve various engineering is- 

sues such as control, optimization, image processing, function ap- 

proximation, associative memory design, pattern recognition, and 

so on [1,2] . Time delays are ubiquitou because the limited speed 

of signal transmission and the limited switching speed of neurons 

and amplifiers. In addition, the synaptic transmission in neural net- 

works is a noisy process brought by stochastic disturbance. And 

both time delays and stochastic disturbance can result in poor per- 

formance or instability of networks. Therefore, the dynamical be- 

haviors of neural networks can be heavily influenced by stochastic 

disturbance and time delays. Note that there have existed lots of 

results of synchronization/stability of neural networks subject to 

stochastic disturbance and/or time delays [3–5] . 

As we all know that in conventional hardware realization of ar- 

tificial neural networks, the joint weights are usually implemented 

by means of resistors [6] , floating gate transistors [7] or CMOS [8] . 
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However, it is known that the disadvantages of these approaches 

are as follows: the problems of hard real-time weights variation, 

nonlinearity in synaptic weighting, and power-consuming weight 

storage, respectively [9] . In the meantime, it is worth noting that 

the large size of very large-scale hardware implementation of joint 

weights is a big bottleneck too. 

Fortunately, in 1971, the memristors were theoretically pre- 

dicted by Prof. Chua as the fourth fundamental electrical circuit 

element [10] . Memristors are nonvolatile memory nanoscale de- 

vices, whose resistances slowly change depending on quantity of 

passing electric charge by supplying a voltage or current, This is 

similar to biological synapses. Similar devices by various materials 

have been illustrated to show memristive behaviors [11,12] and the 

memristors have aroused the greatest interest in realizing synapses 

and joint weights in cellular neural networks and other kinds of 

artificial neural networks [13–19] , ever since the advent of the 

novel circuit prototype of memristor, a two-terminal titanium diox- 

ide nanoscale device successfully obtained by the Hewlett–Packard 

research team [20,21] . Recently, the memristive chaotic recurrent 

neural networks have been studied widely and successfully applied 

in neural learning circuits [22,23] , pattern recognition [24] , feature 

extraction [25] , and so on. 

It should be pointed out that, memristive chaotic recurrent neu- 

ral networks are modeled as differential equations, whose right- 

hand side are discontinuous. And, there have exited lots of solu- 

tion notions to deal with systems with discontinuous right-hand 

side, such as Krasovskii solutions [26] and Filippov solutions [27] . 
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Under the framework of Filippov’s solution, which is easier to han- 

dle systems with discontinuous right-hand side, we here adopts 

set-valued maps and differential inclusions theory to deal with 

memristive chaotic recurrent neural networks with discontinuous 

right-hand side. 

On the other hand, the adaptive chaos synchronization of neural 

networks is of great practical significance, and has attracted much 

attention recently for its a number of potential applications in- 

clude various science and engineering fields like biological technol- 

ogy [28–31] , information science [4,32–35] and secure communica- 

tion [36–38] . Therefore, It is very imperative to study the adaptive 

chaos synchronization of the memristive chaotic recurrent neural 

networks, e.g., in [39] , by employing a ω-matrix measure method 

and Filippov’s discontinuous theory, the authors study the period- 

icity and synchronization of the coupled memristive neural net- 

works with supremums and delays. In the existing literature, many 

synchronization methods have been proposed such as impulsive 

control [40–43] , pinned control [32,36] , feedback control [44,45] , 

adaptive control [4,46] , intermittent control [47–50] and so on. 

Meanwhile, adaptive control method is an effective way for neural 

networks to obtain an appropriate control gain, which guarantees 

the synchronization of neural networks. However, to the best of 

our knowledge, the global exponential synchronization problem of 

drive-response stochastic memristive chaotic neural networks with 

both stochastic disturbance and time-varying delays via periodi- 

cally alternate adaptive control has received very little research at- 

tention. 

Motivated by the above discussions, the drive-response expo- 

nential synchronization problem of stochastic memristive recurrent 

neural networks under alternate adaptive control is investigated 

in this paper. Our main contributions are highlighted as follows: 

First, a novel periodically alternate adaptive control rule is pro- 

posed for investigating the exponential synchronization for drive- 

response memristive recurrent neural networks. Second, we build a 

new mathematical model of memristive recurrent neural networks 

with both stochastic disturbance and time-varying delays. Third, 

a basic assumption in existing references is removed and through 

constructing an appropriate Lyapunov–Krasovskii functional, some 

novel sufficient conditions are proposed to guarantee that two 

stochastic memristive chaotic recurrent neural networks with both 

stochastic disturbance and time-varying delays achieve exponential 

synchronization. 

This paper is organised as follows. In Section 2 , the model 

description and preliminaries are introduced. In Section 3 , some 

exponential adaptive synchronization criteria of two memris- 

tive recurrent neural networks with both stochastic distur- 

bance and time-varying delays are derived. Then, a numerical 

simulation is carried out to demonstrate the effectiveness of 

the theoretic results in Section 4 . Finally, Section 5 draw some 

conclusions. 

Notations. Throughout this paper, N 

+ and N denote the set 

of positive integers and the set of nonnegative integers, re- 

spectively. R and R 

n denote the set of real numbers and 

the n -dimensional space, respectively. For vector x ∈ R 

n , | x | 

and x T denote the Euclidean norm and its transpose, respec- 

tively. R 

n ×n denotes n × n real matrix. co{ ζ , ζ } denotes the 

convex hull of { ζ , ζ } . d + 
i 

= max {| d i | , | d i |} , a + 
i j 

= max {| a i j | , | a i j |} , 
and b + 

i j 
= max {| b i j | , | b i j |} . P C([ t 0 − τ, t 0 ] , D ) denotes the family 

of piecewise continuous function from [ t 0 − τ, t 0 ] into D ⊆ R 

n 

with the norm ‖ φ‖ τ = max 1 ≤i ≤n { sup −τ≤t≤0 | φi (t) |} , where φ = 

(φ1 (t) , φ2 (t) , . . . , φn (t)) T . 

2. Model description and preliminaries 

In this paper, considering the following mathematical model 

of stochastic memristive delayed neural network as the drive sys- 

tem 

dx i (t) = 

[ 
− d i x i (t) + 

n ∑ 

j=1 

a i j (x i (t)) f j (x j (t)) 

+ 

n ∑ 

j=1 

b i j (x i (t)) g j (x j (t − τ ji (t))) + J i 

] 
dt 

+ σi (t, x i (t) , x i (t − τi (t))) dω i (t) , t ∈ (0 , + ∞ ) . (1) 

in which x i (t) ∈ R denotes the voltage of the capacitor, d i > 0, 

a ij ( x i ( t )) and b ij ( x i ( t )) denote the memristive synaptic connection 

weights, respectively. f j ( · ) and g j ( · ) are activation functions, τ ji ( t ) 

and τ i ( t ) represent the transmission time-varying delays, J i is an 

external input or bias, σi (t, x i (t) , x i (t − τi (t))) is the noise intensity 

and (ω 1 (t) , ω 2 (t) , . . . , ω n (t)) T represent the scalar standard Brow- 

nian motions, which is defined on (�, F , {F t } , P) , i = 1 , 2 , . . . , n, 

and 

a i j (x i (t)) = 

{
a ∗

i j 
, | x i (t) | < ϒi , 

a ∗∗
i j 

, | x i (t) | > ϒi , 

b i j (x i (t)) = 

{
b ∗

i j 
, | x i (t) | < ϒi , 

b ∗∗
i j 

, | x i (t) | > ϒi , 

where i, j = 1 , 2 , . . . , n, Y i > 0 is the switching jumps; a ∗
i j 

, a ∗∗
i j 

, b ∗
i j 

and b ∗∗
i j 

are all the constants. 

The initial conditions of (1) is x i (s ) = ϕ i (s ) , s ∈ [ −τM 

, 0] , 

in which ϕ(s ) = (ϕ 1 (s ) , ϕ 2 (s ) , . . . , ϕ n (s )) T ∈ P C([ −τM 

, 0] , R 

n ) , i = 

1 , 2 , . . . , n . 

The corresponding response system is described by the follow- 

ing differential equation form 

dy i (t) = 

[ 
− d i y i (t) + 

n ∑ 

j=1 

a i j (y i (t)) f j (y j (t)) 

+ 

n ∑ 

j=1 

b i j (y i (t)) g j (y j (t − τ ji (t))) + J i + u i 

] 
dt 

+ σi (t, y i (t) , y i (t − τi (t))) dω i (t) , t ∈ (0 , + ∞ ) . (2) 

where i = 1 , 2 , . . . , n, u (t) = (u 1 (t) , u 2 (t ) , . . . , u n (t )) T denotes a pe- 

riodically alternate adaptive controller, and 

a i j (y i (t)) = 

{
a ∗

i j 
, | y i (t) | < ϒi , 

a ∗∗
i j 

, | y i (t) | > ϒi , 

b i j (y i (t)) = 

{
b ∗

i j 
, | y i (t) | < ϒi , 

b ∗∗
i j 

, | y i (t) | > ϒi , 

The initial conditions of model (2) is y i (s ) = φi (s ) , s ∈ [ −τ, 0] , 

in which i = 1 , 2 , . . . , n and φ(s ) = (φ1 (s ) , φ2 (s ) , . . . , φn (s )) T ∈ 

P C([ t 0 − τ, t 0 ] , R 

n ) . 

In this paper, making three assumptions to establish our main 

results as follows: 

Assumption 1. The noise intensity σi (t, x i (t) , x i (t − τi (t)) satisfies 

σi (t, 0 , 0) = 0 , and 

| σi (t, x i (t) , x i (t − τi (t))) − σi (t, y i (t) , y i (t − τi (t))) | 2 
≤ ξi | x i (t) − y i (t) | 2 + ζi | x i (t − τi (t)) − y i (t − τi (t)) | 2 , 
where ξ i , ζ i are all nonnegative constants and i = 1 , 2 , . . . , n . 

Assumption 2. The activation functions f i ( · ) and g i ( · ) are mono- 

tone nondecreasing. 
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