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a b s t r a c t 

In this work, we present a methodology that enables an agent to make efficient use of its exploratory 

actions by autonomously identifying possible objectives in its environment and learning them in par- 

allel. The identification of objectives is achieved using an online and unsupervised adaptive clustering 

algorithm. The identified objectives are learned (at least partially) in parallel using Q−learning. Using a 

simulated agent and environment, it is shown that the converged or partially converged value function 

weights resulting from off-policy learning can be used to accumulate knowledge about multiple objec- 

tives without any additional exploration. We claim that the proposed approach could be useful in scenar- 

ios where the objectives are initially unknown or in real world scenarios where exploration is typically a 

time and energy intensive process. The implications and possible extensions of this work are also briefly 

discussed. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Intelligent agents are characterized by their abilities to learn 

from and adapt to their environments with the objective of per- 

forming specific tasks. Very often, in reinforcement learning [1] , 

and in machine learning in general, algorithms are structured to 

be able to fulfill one specific objective, usually specified in terms 

of a particular region in the feature space that is associated with a 

high reward. In general, environments are likely to contain multi- 

ple features, and different regions in the feature space may specify 

different objectives that could be assigned to the agent to learn. In 

real-world scenarios, however, the ability to efficiently learn more 

than one objective during a single deployment could drastically 

improve the agent’s usefulness. In order to achieve this, the agent 

would need to be aware of regions in the feature space that could 

possibly play a role in its future tasks. 

Embodied artificial agents or intelligent robots are typically 

equipped with a variety of sensors that enable them to detect char- 

acteristic features in their environment. In the context of reinforce- 

ment learning, when such an agent is placed in an unknown en- 

vironment and is assigned an objective, it carries out some form 

of exploratory behavior in order to first discover a region in the 

feature space that fulfills this objective. Further exploratory ac- 
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tions may help improve its value function estimates, which in turn 

lead to improved policies to achieve the objective. We shall refer 

to this original task as the primary objective , and to its associated 

feature vector as the primary objective feature vector ( � ψ ). During 

exploration, it is likely that the agent comes across other ‘inter- 

esting’ regions which contain features that stand out with respect 

to the agent’s history of experiences. We shall refer to these re- 

gions of the feature space as secondary objectives , and to the as- 

sociated feature vectors as secondary objective feature vectors ( � φ). 

Although these regions could be of interest to the agent for future 

tasks (which are currently unknown), they may be irrelevant to the 

task at hand. Hence, it is justified for the agent to ignore them and 

continue performing value function updates for the primary objec- 

tive assigned to it. 

However, the agent’s future tasks may not remain the same and 

a new task assigned to it may correspond to a particular combina- 

tion of features that it encountered while learning policies for the 

primary objective. In such a case, the fact that this region in the 

feature space had been previously encountered cannot be lever- 

aged since they were not relevant to the agent at that point of 

time, and were hence ignored. 

The above mentioned approach would result in a considerable 

amount of wasteful exploration. This is because each new task as- 

signed to the agent would require a fresh phase of discovery and 

learning of the associated feature vector and value functions, re- 

spectively. A more efficient approach would be to keep track of 

possible secondary objectives and learn them in parallel using off- 

policy methods [1,2] . In the context of off-policy learning, this can 
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be done by treating the policies corresponding to the secondary 

objectives as target policies, and learning them while executing the 

behavior policy which is dictated by the primary objective. De- 

pending on the objectives, the actions executed by the behavior 

policy may not be optimal with respect to the secondary objec- 

tives. However, using off-policy learning, it is possible to at least 

partially learn the value functions for the secondary objectives, 

thereby significantly improving the efficiency of exploration. In ap- 

plications such as robotics where exploration is known to be costly 

in terms of time, energy and other factors, such an approach could 

prove to be practical. 

In this work, we present a framework in which an unsuper- 

vised, adaptive clustering algorithm is designed and used to cluster 

regions of the feature space into different groups based on the sim- 

ilarity of their associated features. Off-policy methods are used to 

simultaneously learn target policies corresponding to these clus- 

ters, each of which is treated as a secondary objective. The clus- 

tering of features occurs as and when they are seen by the agent 

while learning the primary task. The value function updates can 

be performed using suitable off-policy methods, namely, tabular 

Q − learning, Q − λ [3] or other more recent off-policy methods 

[4] such as off-policy LSTD( λ) [5,6] , off-policy TD( λ) [2,7] , GQ( λ) 

[8] etc., The results presented here, however, correspond to the 

Q − λ algorithm. 

The primary objectives have an influence on the discovery and 

learning of the secondary objectives, but only through its behav- 

ior policy. As long as the agent executes some exploratory actions 

while learning to perform its primary task, secondary objectives 

can be discovered and at least partially be learned. In fact, even a 

purely exploratory policy can be used. These aspects are discussed 

in further detail in Section 5 . 

Ideally, our approach would obviate the need for a fresh phase 

of discovery and learning when the objective is changed. How- 

ever, the aim here is not to learn all the secondary objectives per- 

fectly, but to identify them via the adaptive clustering algorithm, 

and learn them at least partially through off-policy learning. Do- 

ing so could provide the agent with a good initialization of value 

function weights so that optimal policies for the identified possible 

objectives could be learned in the future, if needed. 

2. Background 

Reinforcement learning deals with developing strategies for an 

agent to act in its environment with the objective of maximizing 

the expected value of a scalar reward. Most research in reinforce- 

ment learning is based on the formalism of Markov Decision Pro- 

cesses (MDPs) [9] . In this framework, an agent in state s ∈ S takes 

an action a ∈ A to transition into a new state s ′ with a probability 

P ( s, a, s ′ ). At each state, the agent receives a scalar reward R ( s, a ). 

All reinforcement learning methods can be thought of as ways to 

maximize the expected reward accumulated over time as the agent 

interacts with the environment. The outcome of these methods is a 

mapping from states to actions, referred to as a policy. If the learn- 

ing agent learns the value function for the policy being executed, it 

is referred to as on-policy learning, and if it learns the value func- 

tion for an objective irrespective of the policy being executed, it is 

called off-policy learning. 

In this work, our goal is to identify secondary objectives and 

learn their corresponding policies in parallel while the agent ex- 

ecutes its behavior policy based on its primary objective. Hence, 

off-policy learning methods are a natural choice for the stated goal. 

We use the Q − λ algorithm, which is an extension of tabular Q−
learning that is suitable for application in continuous state spaces. 

The update equation for the tabular case is shown in Eq. (1) 

Q(s, a ) ← Q(s, a ) + α[ R (s, a ) + γ max a ′ Q(s ′ , a ′ ) − Q(s, a )] (1) 

where Q ( s, a ) is the Q−value corresponding to state s and action a. 

s ′ is the next state, and a ′ is a bound variable that can represent 

any action in the action space A . α is the learning rate and γ is 

the discount factor. 

The Q − λ algorithm performs a similar, but more involved up- 

date with weight vectors, and involves the use of eligibility traces 

[10] . Here, replacing traces are used for the Q − λ updates [11] . The 

update equations for the Q − λ algorithm are mentioned below: 

δ ← δ + γ max a ′ Q(s ′ , a ′ ) (2) 

w ← w + αδe (3) 

e ← γ λe (4) 

where w is the weight vector, e is the eligibility trace vector, λ is 

the trace decay rate parameter and δ is defined as 

δ = R (s, a ) − Q(s, a ) (5) 

The elements of the eligibility trace vector (replacing traces) are 

initialized with a value of 1 if the corresponding features are ac- 

tive. Otherwise, they are initialized with a value of 0. 

The Q−values mentioned in Eqs. (2) and ( 5 ) are stored in the 

form of weight vectors as: 

Q(s, a ) = 

∑ 

i ∈F act (s,a ) 

w i (6) 

where F act ( s, a ) is the set of active features for an agent in state s , 

taking an action a . A more detailed summary of the algorithm can 

be found in [1] . 

Although off-policy methods such as the ones described above 

have been well known and widely used over the years, their use 

for autonomously handling multiple independent objectives has 

been limited, primarily owing to very few precedents on unsu- 

pervised identification of objectives in an agent’s environment. 

Off-policy approaches with function approximation have also been 

known to have long standing issues with stability until recently 

[12] . Although approaches for handling multiple independent ob- 

jectives in parallel are rather limited, a number of multi-objective 

reinforcement learning approaches that handle multiple conflicting 

objectives exist. A comprehensive survey of such methods can be 

found in [13] . 

The horde architecture of Sutton et al. [12] has been shown to 

be able to learn multiple pre-defined objectives in parallel using 

independent reinforcement learning agents in an off-policy man- 

ner. The knowledge of these tasks is stored in the form of gener- 

alized value functions which makes it possible to obtain predictive 

knowledge relating to different goals of the agent. Modayil et al. 

[14] and White et al. [15] also focus on learning multiple objectives 

in parallel using off-policy learning. Apart from this, Sutton et al. 

[16] used off-policy methods to simultaneously learn multiple op- 

tions [17] , including ones not executed by the agent. They mention 

that the motivation for using off-policy methods is to make max- 

imum use of whatever experience occurs and to learn as much as 

possible from them, which is an idea that is reflected in this work. 

In the works mentioned above, the multiple objectives that are 

learned in parallel are pre-defined. However, in this work, we focus 

on the case where the agent has no foreknowledge of the objec- 

tives in its environment. The objectives are identified by the agent 

itself via clustering. Hence, the agent learns independently in the 

sense that as it moves through its environment, it identifies po- 

tential objectives and at least partially learns their associated value 

functions in parallel. 

A similar approach is seen in Mannor et al. [18] , where cluster- 

ing is performed on the state-space to identify interesting regions. 

However, their approach was not online and the purpose of their 
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