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Abstract 

Identification and classification of graph data is a hot research issue in pattern 

recognition. The conventional methods of graph classification usually convert the 

graph data to the vector representation and then using SVM to be a classifier. These 

methods ignore the sparsity of graph data, and with the increase of the input sample, 

the storage and computation of the kernel matrix will cost a lot of memory and time. 

In this paper, we propose a new graph classification algorithm called graph 

classification based on sparse graph feature selection and extreme learning machine. 

The key of our method is using the lasso to select features because of the sparsity of 

graph data, and extreme learning machine(ELM) is introduced to the following 

classification task due to its good performance. Extensive experimental results on a 

series of benchmark graph data sets validate the eff ectiveness of the proposed 

methods. 
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1. Introduction 

Most of the existing machine learning algorithms such as support vector 

machine(SVM) are only applied to deal with vector type data. But in many practical 

applications such as bioinformatics, drug discovery, web data mining and social 

networks involves the study of relationships between structured objects[1], which can 

not be represented in vector forms. In recent years, the research about structured data 

has become a hot research issue in machine learning and data mining. Graphs are 

usually employed to represent the structured objects, and the nodes of the graph 

represent objects while the edges indicate the relationships between objects. To 

analyse graph data, the most important thing is the similarity measurement of two 

graphs. In order to address this issue, several methods are proposed such as graph edit 

distance (GED)[2] and graph kernel. Kernel method is a good way to study graph 

data, and kernel function can be used to measure the similarity between two graphs. 

The general method of graph classification is using the graph kernel to map the 

graph data into higher dimensional vector described feature space, and computing the 

kernel matrix K  consisting of each similarity of two graphs, then the original graph 

data set can be classified by SVM[3]. However, on one hand, this method neglects the 
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