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Abstract

This paper is concerned with the finite-time stability and the finite-time boundedness issues on the estimation problem
for a class of continuous-time uncertain recurrent neural networks with Markovian jumping parameters. The uncertain
parameters are described by the linear fractional uncertainties and the jumping parameters obey the homogeneous
Markov process with possibly deficient probability transition matrix. A full-order state estimator is constructed to
estimate the neuron state, in presence of the uncertain and jumping parameters, such that the resulting error dynamics
of the state estimation is i) finite-time stable in the disturbance-free case; and ii) finite-time bounded in case of
exogenous disturbances on the measurements. By employing the Lyapunov stability theory and stochastic analysis
techniques, sufficient conditions are established that ensure the existence of the desired finite-time state estimator, and
then the explicit expression of such state estimators is characterized in terms of the feasibility to a convex optimization
problem that can be easily solved by using the semi-definite programme method. Validity and effectiveness of the
developed design method are demonstrated by a numerical example.
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1. Introduction

As is well known, for a few decades, the recurrent
neural networks (RNNs) have been successfully applied
in various areas such as parallel computation, pattern
recognition, data mining, image processing, machine
learning, pattern classification, and intelligence control,
etc. The excellent abilities of RNNs in classification,
clustering, approximating and learning are largely de-
pendent on their dynamical behaviors. As such, the
mathematical properties (e.g. observability, attractivity,
stability and oscillation) of different RNNs have re-
ceived considerable research interest from a variety of
communities, and a rich body of literature has been
available on the analysis problems of dynamical behav-
iors including global/asymptotic stability, existence of
periodic solutions as well as equilibrium points, see e.g.
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[29]. Driven by real-world applications, the structure,
scale and complexity of RNNs continue to evolve and
new features/attributes keep emerging, thereby posing
more challenges on the analysis and synthesis issues of
the RNNs. For instance, by using M-matrix theory and
LaSalle invariant principle, the exponential dissipativity
of a class of memristor-based RNNs with time-varying
delays has been analyzed in [8]. In [31], a new design
approach of passivity and passification has been stud-
ied for a class of memristor-based recurrent neural net-
works (MRNNs), where the passivity condition can be
presented in the form of linear matrix inequality (LMI)
by utilizing the characteristic function method. With
help from the static or dynamic coupling method, the
globally exponential synchronization has been investi-
gated in [9] for two MRNNs with time delays.

Information latching (IL) is a frequently occurred
phenomenon in the implementation of a typical RNN
due to its limited capability of catching long-term de-
pendencies in the input stream. The IL phenomenon
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