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Abstract

In this paper we study the problem of supervised Fully PolSAR (Polarimetric Synthetic Aperture Radar) image classi-
fication. We estimate a complex Wishart model distribution for each class using training data, and we use such models
to design a new classification procedure based on a diffusion-reaction equation. The method relies on simultaneously
filtering and classifying pixels within the image. The diffusion term smooths the patches within the image, and the
reaction term tends to move the pixel values towards the closest (in the sense of stochastic distances) representative
class. We present a detailed study of the method accuracy using both simulated and true data, and we provide op-
timum parameters for its use. We show that the proposed method outperforms the results obtained using maximum
likelihood and usual stochastic distance classification methods.
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1. Introduction

Classification is one of the most important techniques
for image analysis. It aims at mapping each pixel into a
class, so it transforms observations into information.

Classification can be performed using a variety of
sources, mostly the spectral information (the observed
value in each pixel), spatial or contextual information,
and ancillary data (ground truth, for instance). The lat-
ter is usually only available in very restricted areas, from
which training samples can be obtained.

The simplest available classification techniques rely
only on pixel-wise information, i.e., on the observation
in each coordinate: Isodata, Parallelepiped and Point-
wise Maximum Likelihood are examples of these meth-
ods; cf. Ref. [1]. Arguably, the most successful tech-
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niques exploit both the spectral information and the con-
text. This is mostly due to the fact that images exhibit
a great deal of spatial redundancy, i.e., spatially neigh-
boring pixels tend to be alike.

As an example of contextual classification one should
mention techniques based on Markovian models. Ge-
man and Geman [2] formulated the classification as an
estimation problem and, as such, proposed a number
of estimators and algorithms. These techniques rely on
variations of the following idea: the class ξ in each co-
ordinate should satisfy a criterion that, simultaneously,
optimizes the pointwise spectral evidence and a contex-
tual measure of smoothness, for example maximizing

λ fξ(z(i, j)) + (1 − λ)N(ξ, ∂i j), (1)

where λ ∈ [0, 1] is the relative weight of the spectral ev-
idence over the context, fξ(z(i, j)) is the likelihood of the
observation z(i, j) in coordinate (i, j) with respect to the
model characterized by the probability density function
fξ, ξ ∈ {1, . . . ,M} is one of the M possible classes, and
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