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Abstract

We present an approach that leverages multiple datasets annotated for different

tasks (e.g., classification with different labelsets) to improve the predictive ac-

curacy on each individual dataset. Domain adaptation techniques can correct

dataset bias but they are not applicable when the tasks differ, and they need to

be complemented to handle multi-task settings. We propose a new selective loss

function that can be integrated into deep neural networks to exploit training

data coming from multiple datasets annotated for related but possibly different

label sets. We show that the gradient-reversal approach for domain adaptation

can be used in this setup to additionally handle domain shifts. We also pro-

pose an auto-context approach that further captures existing correlations across

tasks. Thorough experiments on two types of applications (semantic segmenta-

tion and hand pose estimation) show the relevance of our approach in different

contexts.
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