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Abstract 

This paper proposes a dissipativity-based state estimation methodology for static neural 

networks with time-varying delay. An Arcak-type observer is used to construct the 

estimation error system. To reduce the conservatism of observer design, a Lyapunov-

Krasovskii functional (LKF) is adopted to fully exploit the available characteristics 

about activation function. In addition, a relaxed constraint condition is put forward to 

keep the whole LKF positive without requiring parts of involved matrices to be positive. 

By adopting the LKF and constraint condition, estimation conditions with a strict 

dissipative performance are obtained, which ensures the asymptotic stability of 

estimation error system. The computation of gain matrices about observer can be 

transformed into a convex optimization problem. Two examples are given to illustrate 

the validity and advantage of provided methodology.  

 

Keywords: static neural networks, state estimation, dissipativity , time-varying delay 

 

*Correspondence author at: School of Aeronautics and Astronautics, Shanghai Jiao Tong University, 

Shanghai 200240, China. Tel:+86-21-34207170 

Email addresses: Liuych@sjtu.edu.cn(Yanchai Liu), tingwang_77@163.com (Ting Wang), 

mengshenchen2015@gmail.com (mengshen chen), haoshen10@gmail.com(Hao Shen), , 

wyy676@126.com ( Yueying Wang*). dengpingduan@yeah.net(Dengping Duan) 

 

 



Download English Version:

https://daneshyari.com/en/article/4947418

Download Persian Version:

https://daneshyari.com/article/4947418

Daneshyari.com

https://daneshyari.com/en/article/4947418
https://daneshyari.com/article/4947418
https://daneshyari.com

