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a b s t r a c t 

In this paper, a self-organizing map (SOM) neural network is used to visualize corrective actions of fail- 

ure modes and effects analysis (FMEA). SOM is a popular unsupervised neural network model that aims 

to produce a low-dimensional map (typically a two-dimensional map) for visualizing high-dimensional 

data. With regards to FMEA, it is a popular methodology to identify potential failure modes for a prod- 

uct or a process, to assess the risk associated with those failure modes, also, to identify and carry out 

corrective actions to address the most serious concerns. Despite the popularity of FMEA in a wide range 

of industries, two well-known shortcomings are the complexity of the FMEA worksheet and its intricacy 

of use. To the best of our knowledge, the use of computation techniques for solving the aforementioned 

shortcomings is limited. The use of SOM in FMEA is new. In this paper, corrective actions in FMEA are de- 

scribed in their severity, occurrence and detect scores. SOM is then used as a visualization aid for FMEA 

users to see the relationship among corrective actions via a map. Color information from the SOM map 

is then included to the FMEA worksheet for better visualization. In addition, a Risk Priority Number In- 

terval is used to allow corrective actions to be evaluated and ordered in groups. Such approach provides 

a quick and easily understandable framework to elucidate important information from a complex FMEA 

worksheet; therefore facilitating the decision-making tasks by FMEA users. The significance of this study 

is two-fold, viz., the use of SOM as an effective neural network learning paradigm to facilitate FMEA 

implementations, and the use of a computational visualization approach to tackle the two well-known 

shortcomings of FMEA. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Failure modes and effects analysis (FMEA) is an effective 

problem prevention and risk analysis methodology for defining, 

identifying, and eliminating failures of a system, design, process, or 

service [1] . A search in the literature reveals that FMEA was exten- 

sively used in a wide range of application domains, e.g., aerospace 

[2] , automotive [1] , nuclear [3] , electronic [4] , manufacturing [5,6] , 

chemical [7] , mechanical [8] , healthcare and hospital [9] , and agri- 

culture [10] . FMEA usually starts with identifying the failure modes 

of a system or process, understanding the causes and effects of 

each failure mode, and determining suitable corrective actions 

to eliminate or reduce the risk of the respective failure modes 

[1] . Traditionally, the risk of a failure mode is determined by a 

Risk Priority Number (RPN) model [1] . The RPN model considers 

three risk factors as its inputs, i.e. severity (S), occurrence (O), and 

detection (D), and produces an RPN score (i.e. multiplication of S, 

O, and D) as the output [1] . S and O are seriousness and frequency 
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of a failure mode and its root cause(s), respectively, while D is the 

effectiveness of the existing measures in detecting a failure mode 

before the effect of the failure mode reaches the customer(s) [1] . 

While the effectiveness of FMEA has been demonstrated, three 

shortcomings pertaining to practical implementation of FMEA 

are as follows. (1) its risk evaluation and prioritization issues 

[2,5,11,12] ; (2) the complexity of the FMEA worksheet [13] ; and (3) 

its intricacy of use [13,14] . The first shortcoming is well known and 

much research works have been conducted [2,11] . The first short- 

coming suggests that the traditional RPN model is susceptible to 

a number of limitations, among the popular are, (1) relative im- 

portance among S, O and D is not taken into consideration [2] , 

(2) different combinations of S, O and D may produce exactly the 

same value of RPN, but their hidden risk implications may be to- 

tally different [5] , (3) the three risk factors are difficult to be pre- 

cisely evaluated [11] , (4) the mathematical formula for calculating 

RPN is questionable [11] and etc. Besides, according to a review 

from [11] , the existing risk evaluation methods can be grouped into 

five categories, i.e., multi-criteria decision making methods, math- 

ematical programming methods, artificial intelligence methods, in- 

tegrated methods, and other methods. 
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Even though much works on the first shortcoming has been re- 

ported, to the best of our knowledge, little effort was on the other 

two shortcomings. The second shortcoming suggests that FMEA 

worksheet is complex [13] . Entries in a FMEA worksheet are volu- 

minous [13] . An example of an FMEA table (e.g. see [1] , pages 231–

242) could take up to 11 pages. The third shortcoming suggests 

that the FMEA worksheet is hard to produce [13,14] , hard to under- 

stand and read, as well as hard to maintain [13,14] . It was reported 

that FMEA, as implemented in Microsoft Excel, is unwieldy with 

much mouse scrolling required [13] . Too much mouse scrolling de- 

tracts FMEA users’ mental representation of the FMEA worksheet 

as a whole, and prevents FMEA users from seeing the overall struc- 

ture of the FMEA worksheet [13] . Failure analysis matrix (FAM) 

worksheet, a much smaller worksheet that requires less mouse 

scrolling, was then proposed as a finder and gentler alternative to, 

but not as a total replacement for, FMEA worksheet [13] . Other ef- 

forts to computerize or automate design FMEA were also reported 

[14-16] . However, it is not clear how these works [14-16] could be 

applied to process FMEA, or FMEA in general. 

The main aim of this paper is to examine the use of the self- 

organizing map (SOM) neural network for analyzing (i.e., both 

clustering and visualization) failure modes and corrective actions 

in FMEA. The focus of this paper is on clustering and visualiza- 

tion of corrective actions. Fuzzy adaptive resonance theory (ART) 

was firstly used by Keskin and Özkan [17] to tackle the problem 

whereby different combinations of S, O, and D could produce the 

same RPN scores. In addition to this reason, we further justified the 

advantages of using clustering and visualization methods in FMEA, 

as follows: (1) clustering and visualization deals with the original 

S, O, and D scores directly [18] ; (2) clustering and visualization al- 

lows the failure modes to be compared and visualized in the input 

space as groups of information [18] ; (3) the use of the original S, 

O, and D scores (instead of the mapped S, O, and D scores into 

a common domain) avoids loss of information or modification of 

important information for decision making purposes [18] . 

In our previous work [19] , clustering and visualization methods 

were suggested as a solution for tackling the two above-mentioned 

shortcomings related to FMEA implementation, i.e., the complexity 

of the FMEA worksheet and its intricacy of use. From our literature 

research, limited investigations on using computing techniques to 

solve the aforementioned issues have been reported so far. Visu- 

alization serves as a communication means between FMEA work- 

sheet and its users [19] . A good visualization (or effective commu- 

nication) is important because (1) it presents the corrective actions 

as a structure that is easy to understand, as compared with the 

original corrective actions in complex FMEA worksheets [19] ; (2) it 

allows users to access or analyze FMEA with a large number of cor- 

rective actions quickly, which may not be otherwise possible [19] ; 

(3) it provides users an overview of all corrective actions, which 

mitigates the problem in having a good understanding and insight 

into the overall FMEA exercise in situations where no visualization 

is available [19] ; and (4) it leads to more efficient processes for 

making decisions and taking actions [19] . 

In our previous work, two incremental-learning neural network 

models (i.e., fuzzy ART [20] and evolving tree [21] ) were used for 

analysis of failure modes in FMEA. In [18] , fuzzy ART was used to 

cluster failure modes to groups based on their similarity, in which 

failure modes within a cluster share higher similarity measures, as 

compared to those associated with other clusters. In [19] , evolv- 

ing tree was used for analyzing (i.e., both clustering and visual- 

ization) failure modes in a complicated FMEA worksheet, instead 

of just performing clustering only as in the use of fuzzy ART [18] . 

Failure modes were transformed to a tree structure for better vi- 

sualization [19] . Such visualization is useful as it provides a quick 

and easily understandable representation of the FMEA worksheet, 

which is usually complex and lengthy, to facilitate decision making 

tasks. Two concepts, i.e., risk interval and risk ordering of clusters, 

were introduced to allow failure modes or corrective actions to be 

analyzed in a group [18,19] . 

Instead of fuzzy ART and evolving tree, SOM is used for both 

clustering and visualization of corrective actions in FMEA, in this 

paper. To the best of our knowledge, the use of SOM in FMEA is 

new. SOM is a neural network capable of mapping high dimen- 

sional data samples onto a lower dimensional space and represent- 

ing them as nodes [22-24] . It also provides a topological view of 

the underlying data structure [22-24] . In this paper, SOM is used 

as a visualization aid for FMEA users to see the relationship among 

corrective actions via a color map. Color information from the SOM 

map is then included to the FMEA worksheet for better visualiza- 

tion. SOM is chosen because of its topological preserving feature 

[23] . However, a drawback of using SOM is that map size has to be 

predefined and this may lead to experiments with different sized 

maps, trying to obtain the optimal result [21] . In addition, the pro- 

posed risk interval and risk ordering equations for different groups 

of failure modes from [18] are used to allow corrective actions 

to be ordered and evaluated in groups. To evaluate the proposed 

method, benchmark information from [1] (pages 231–242) is used. 

The experimental results show that the complicated and lengthy 

FMEA worksheets can be clustered and visualized as a compre- 

hensible SOM map with color. Inclusion of color information from 

the SOM map to the FMEA worksheet could provide FMEA users a 

good understanding and insight of corrective actions. 

This paper is organized as follows. In Section 2 , the background 

of FMEA and the RPN model is explained. In Section 3 , the use of 

SOM in FMEA is described. In Section 4 , the experimental results 

are presented and discussed. Finally, concluding remarks are pro- 

vided in Section 5 . 

2. Preliminaries 

To make this paper self-contained, the RPN model is explained 

and discussed. 

2.1. Severity, occurrence, detection and Risk Priority Number 

Traditionally, FMEA adopts an RPN model, which considers 

three risk factors, i.e., S, O, and D, for prioritizing the corrective 

actions. These three risk factors are defined as follows. 

Definition 1. A risk factor, X ∈ [ S, O, D ], is considered. Variables s, 

o , and d are the elements of S, O, and D, respectively, i.e., s ∈ S, o ∈ 

O, and d ∈ D . The lower and upper boundaries of S are represented 

by s and s̄ , respectively. Similarly, the lower and upper boundaries 

of O and D are represented by o and ō , as well as d and d̄ , re- 

spectively. In this paper, an S × O × D bounded space, which is a 

combination of S, O , and D risk factors, is further considered. 

An RPN model produces an RPN score. The space containing all 

RPN scores is defined as follows. 

Definition 2. The RPN space is the output space containing all 

possible RPN scores. The lower and upper boundaries of the RPN 

space are represented by RP N and RP N , respectively. Ideally, the 

RPN space follows a monotonic, ordered sequence, i.e., the higher 

the RPN score, the higher the risk. 

The aim of the traditional FMEA is to prioritize corrective ac- 

tions. A corrective action in FMEA is described in their S, O and 

D scores, i.e., [ s, o, d ]. A set of corrective actions as defined in 

Definition 3 is considered. 

Definition 3. m corrective actions, described as x k = 

[ s k ∈ S , o k ∈ O , d k ∈ D ] , k = 1, 2, 3, …, m , is considered. 
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