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a b s t r a c t 

Recognizing implicit discourse relations is an important but challenging task in discourse understanding. 

To alleviate the shortage of labeled data, previous work automatically generates synthetic implicit data 

( SynData ) as additional training data, by removing connectives from explicit discourse instances. Although 

SynData has been proven useful for implicit discourse relation recognition, it also has the meaning shift 

problem and the domain problem. In this paper, we first propose to use bilingually-constrained synthetic 

implicit data ( BiSynData ) to enrich the training data, which can alleviate the drawbacks of SynData . Our 

BiSynData is constructed from a bilingual sentence-aligned corpus according to the implicit/explicit mis- 

match between different languages. Then we design a multi-task neural network model to incorporate 

our BiSynData to benefit implicit discourse relation recognition. Experimental results on both the English 

PDTB and Chinese CDTB data sets show that our proposed method achieves significant improvements 

over baselines using SynData . 

© 2017 Published by Elsevier B.V. 

1. Introduction 

Discovering the discourse relation between two sentences/ 

clauses is crucial to understanding the meaning of a coherent text, 

and also beneficial to many downstream natural language process- 

ing (NLP) applications, such as question answering and machine 

translation. A discourse relation instance is usually defined as a 

connective (denoted as Conn , e.g. but ) taking two arguments (as 

Arg 1 and Arg 2 respectively), where the arguments can be sentences 

or clauses. According to the existence of connectives or not, dis- 

course relation instances are grouped into two categories: explicit 

instances, denoted as ( Arg 1, Arg 2, Conn ), and implicit instances 

as ( Arg 1, Arg 2). Explicit discourse relations can be easily distin- 

guished, with an accuracy of about 94% [28] . By contrast, implicit 

discourse relation recognition ( DRR imp ) remains a challenging task 

due to the absence of strong surface clues like discourse connec- 

tives. Therefore, most work resorts to large amounts of manually 

designed features [3,16,20,27,31,32] , or distributed features auto- 

matically learned via neural network models [4,10,37] . The above 

methods usually suffer from limited labeled data. 
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To address the shortage of labeled data, [23] automatically gen- 

erate training data from explicit instances using a pattern-based 

approach. They remove discourse connectives from extracted ex- 

plicit instances and map them into discourse relations. For exam- 

ple, explicit instances signaled by but can be potentially used as 

additional training data for the Comparison relation in implicit dis- 

course relation recognition. These data are usually called synthetic 

implicit data ( SynData ). However, [33] argue that SynData has two 

drawbacks: 1) meaning shifts in some cases when removing dis- 

course connectives 1 , and 2) a different word distribution with the 

real implicit data , in other words, the explicit/implicit domain prob- 

lem. They also show that using SynData directly degrades the per- 

formance of DRR imp . Recent work seeks to learn valuable informa- 

tion from SynData while filtering noise, via domain adaptation [2] , 

classifying connectives [30] or multi-task learning [19] , and shows 

promising results. 

Different from previous work, we propose to construct 

bilingually-constrained synthetic implicit data (called BiSynData ) for 

implicit discourse relation recognition, which can alleviate the 

drawbacks of SynData . Our method is inspired by the findings that 

a discourse instance expressed implicitly in one language may be 

1 Considering the explicit instance: I am eager to go home for the vacation. 

Nonetheless, I will book a flight to Beijing. , one would infer a Contingency relation 

rather than the Comparison relation if nonetheless is dropped. 
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Fig. 1. An example illustrating the implicit/explicit mismatch between Chinese ( ch ) and English ( en ). A Chinese implicit instance is translated into an English explicit one 

with but . 

expressed explicitly in another. For example, [38] show that the 

connectives in Chinese omit much more frequently than those 

in English with about 82.0% vs. 54.5%. [14] further argue that 

there are about 23.3% implicit/explicit mismatches between Chi- 

nese/English instances. As illustrated in Fig. 1 , a Chinese implicit 

instance where the connective is absent, is translated into 

an English explicit one with the connective but . Intuitively, the Chi- 

nese instance is a real implicit one which can be signaled by the 

English connective but . Hence, it could potentially serve as addi- 

tional training data for the Chinese DRR imp , avoiding the domain 

problem of SynData . Meanwhile, for the English explicit instance, 

it is very likely that removing but would not lose any information 

since its Chinese counterpart can be omitted when transla- 

tion. Therefore it could be used for the English DRR imp , alleviating 

the meaning shift problem of SynData . Based on the above anal- 

ysis, we believe BiSynData is more suitable for implicit discourse 

relation recognition than SynData . 

We incorporate BiSynData via multi-task learning to improve 

the performance of DRR imp . Specifically, we design a simple multi- 

task neural network model which synthesizes DRR imp (as the main 

task) and connective classification tasks on BiSynData (as the aux- 

iliary task). For each argument in an implicit instance, we simply 

average embeddings of words to represent it. Then we use multi- 

ple non-linear hidden layers to catch the complicated interactions 

between two arguments. To combine the main and auxiliary tasks, 

we investigate two parameter sharing strategies to learn the con- 

nections between them. With our multi-task neural network, the 

main and auxiliary tasks are trained simultaneously and learn from 

each other through their connections. 

Our method achieves significant improvements over baselines 

using SynData , on both the English PDTB [29] and Chinese CDTB 

[15] data sets. Moreover, on the PDTB, our method performs better 

than the strong baseline [19] which uses additional labeled data. 

The major contribution of this paper is that we introduce BiSyn- 

Data to implicit discourse relation recognition for the first time. 

We also develop a simple and effective multi-task neural network 

model to incorporate BiSynData . 

The contents of the paper are organized as follows. We extract 

our BiSynData from a Chinese-English sentence-aligned corpus in 

Section 2 , and introduce our multi-task neural network model in 

Section 3 . Then we conduct experiments to validate the effective- 

ness of our proposed method in Section 4 . Finally, we review the 

related work in Section 5 and draw conclusions in Section 6 . 

2. BiSynData 

Formally, given a Chinese–English sentence pair ( S ch , S en ), we 

try to find an English explicit instance ( Arg 1 en , Arg 2 en , Conn en ) in 

S en , and a Chinese implicit instance ( Arg 1 ch , Arg 2 ch ) in S ch , where 

( Arg 1 en , Arg 2 en , Conn en ) is the translation of ( Arg 1 ch , Arg 2 ch ). In 

most cases discourse relations should be preserved during trans- 

lation, so the connective Conn en is potentially a strong indicator 

of the discourse relation between not only Arg 1 en and Arg 2 en but 

also Arg 1 ch and Arg 2 ch . Therefore, we can construct two synthetic 

implicit instances labeled by Conn en , denoted as 〈 ( Arg 1 en , Arg 2 en ), 

Conn en 〉 and 〈 ( Arg 1 ch , Arg 2 ch ), Conn en 〉 , respectively. Similarly, con- 

sidering a sentence pair with a Chinese explicit instance ( Arg 1 ch , 

Arg 2 ch , Conn ch ) and an English implicit one ( Arg 1 en , Arg 2 en ), the 

Chinese connective Conn ch also indicates the discourse relation. 

In this case, we can obtain two synthetic implicit instances la- 

beled by Conn ch : as 〈 ( Arg 1 en , Arg 2 en ), Conn ch 〉 and 〈 ( Arg 1 ch , Arg 2 ch ), 

Conn ch 〉 , respectively. We refer to the above four kinds of synthetic 

instances as BiSynData because they are constructed according to 

the bilingual implicit/explicit mismatch. 

Algorithm 1 Extracting BiSynData . 

Input: C is a Chinese/English sentence-aligned corpus, A w 

is the 

word alignments between bilingual sentence pairs. 

Output: BiSynData 

1: BiSynData ← φ
2: for each sentence pair (S ch , S en ) in C do 

3: if exist a Chinese connective in S ch then 

4: continue 

5: end if 

6: if exist an explicit instance (Ar g1 en , Ar g2 en , Conn en ) in S en 

then 

7: Find its translation (Arg1 ch , Arg2 ch ) in S ch according to A w 

. 

8: Add 〈 (Arg1 en , Arg2 en ) , Conn en 〉 into BiSynData . 

9: Add 〈 (Arg1 ch , Arg2 ch ) , Conn en 〉 into BiSynData . 

10: end if 

11: end for 

12: for each sentence pair (S ch , S en ) in C do 

13: if exist an English connective in S en then 

14: continue 

15: end if 

16: if exist an explicit instance (Ar g1 ch , Ar g2 ch , Conn ch ) in S ch 

then 

17: Find its translation (Arg1 en , Arg2 en ) in S en according to A w 

. 

18: Add 〈 (Arg1 en , Arg2 en ) , Conn ch 〉 into BiSynData . 

19: Add 〈 (Arg1 ch , Arg2 ch ) , Conn ch 〉 into BiSynData . 

20: end if 

21: end for 

22: return BiSynData 

The procedure of extracting BiSynData is described in 

Algorithm 1 . First, we simply discard a sentence pair ( S ch , S en ) 

if a Chinese connective exists in S ch (Line 3–5). This releases us 

from the need to distinguish whether the connective reflects a 

discourse relation 

2 . Then we use the pdtb-parser toolkit [17] to 

identify whether there is an English explicit instance in S en (Line 

6). Finally, given positions of the English explicit instance and 

word alignments between S ch and S en , we obtain a Chinese im- 

plicit instance which is the translation of the English explicit 

2 For example, the Chinese word ( and ) can either function as a discourse con- 

nective to join two Expansion events, or be just used to link two nouns in a phrase. 
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