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a  b  s  t  r  a  c  t

It is  well  known  that 0-1  knapsack  problem  (KP01)  plays  an  important  role  in  both  computing  theory
and  real  life  application.  Due  to its  NP-hardness,  lots  of impressive  research  work  has  been  performed  on
many  variants  of  the  problem.  Inspired  by  region  partition  of items,  an  effective  hybrid  algorithm  based
on  greedy  degree  and  expectation  efficiency  (GDEE)  is presented  in this  paper.  In the  proposed  algorithm,
initially  determinate  items  region,  candidate  items  region  and unknown  items  region  are  generated  to
direct  the selection  of items.  A greedy  degree  model  inspired  by greedy  strategy  is  devised  to  select  some
items  as initially  determinate  region.  Dynamic  expectation  efficiency  strategy  is  designed  and  used  to
select some  other  items  as  candidate  region,  and the  remaining  items  are regarded  as  unknown  region.
To  obtain  the  final  items  to which  the  best  profit corresponds,  static  expectation  efficiency  strategy
is  proposed  whilst  the parallel  computing  method  is  adopted  to update  the objective  function  value.
Extensive  numerical  investigations  based  on a large  number  of instances  are conducted.  The  proposed
GDEE  algorithm  is evaluated  against  chemical  reaction  optimization  algorithm  and  modified  discrete
shuffled  frog  leaping  algorithm.  The  comparative  results  show  that  GDEE  is  much  more  effective  in solving
KP01  than  other  algorithms  and that it is  a promising  tool  for solving  combinatorial  optimization  problems
such  as resource  allocation  and  production  scheduling.

© 2015  Elsevier  B.V.  All  rights  reserved.

1. Introduction

Knapsack problem (KP) is known as a well-studied combinato-
rial optimization problem and it has been thoroughly studied in the
past decades. Generally speaking, KP is classified into separable KP
(SKP) in which the items can be split arbitrarily and 0-1 KP (KP01)
in which the items cannot be split. KP01 is an important type of KP
due to its NP-hardness [1] and it offers many practical applications
such as capital budgeting, project selection, resource allocation,
cutting stock, investment decision-making, etc. [2]. Therefore, more
and more researchers have paid attention to the problem of KP01
optimization. Especially, Martello gave a comprehensive review
with further discussions on techniques commonly used in solving
KP01 [3]. Since KP01 has been proven to be NP-hard, the methods
employed to solve KP01 have been divided into three categories, i.e.,
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exact methods with the exact solutions, meta-heuristic methods
and heuristic methods with the approximate solutions.

About exact methods, some related research has been car-
ried out. In [4], dynamic programming algorithm was proposed
to solve KP01. And then, Rong [5] developed dynamic program-
ming algorithm according to state reduction and Figueira [6] used
many complementary dominance relations to improve dynamic
programming algorithm. Kolesar [7] proposed branch and bound
algorithm to solve KP01 in 1967. Later, Horowitz [8], Martello [9],
and Pisinger [10] respectively expanded branch and bound algo-
rithm in 1974, 1981, and 1993. In [11], the procedure based on
linear mathematical programming formulation was proposed. In
[12], a Lagrangian decomposition based algorithm was proposed.
In [13], an algorithm based on surrogate, Lagrangian, and contin-
uous relaxations was  proposed. In [14], an algorithm with a single
continuous variable for KP01 was  proposed. Although they can pro-
duce the optimal solutions in solving small-scale problems, these
exact algorithms perform poorly when the scale comes to be large.

In recent decades, many computational intelligence methods
[15] have been developed and regarded as meta-heuristic algo-
rithms to solve KP01. In [16], a global harmony search algorithm
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was proposed. In [17], Zhang proposed a harmony search algorithm
while it adopted the parallel updating strategy rather than serial
updating strategy. In [18], Kong proposed a simplified binary har-
mony search algorithm for large scale KP01. In [19], an algorithm
based on amoeboid organism was proposed by transforming the
longest path into the shortest path. In [20], a quantum-inspired arti-
ficial immune system for KP01 was proposed. In [21], an improved
hybrid encoding cuckoo search algorithm was proposed. In [22],
a shuffled frog leaping algorithm was proposed. In [23], a particle
swarm-based algorithm was proposed. In [24], a human learning
optimization algorithm was proposed. In [25], a DNA-based com-
puting method was proposed with fast parallel molecular. Although
meta-heuristics can effectively solve KP01, they have to undergo
the complex iteration process and set different number of popu-
lations with different instances. With that said, it will increase
the difficulty of solving KP01, for example, the number of popu-
lations for a certain KP01 instance is difficult to set. Furthermore,
the complex iteration process is not adapted to the optimization of
engineering problem.

It becomes increasingly popular for the researchers worldwide
to apply heuristic techniques in the optimization problems [26].
Given this, there are a number of effective heuristics for solv-
ing KP01. In [27], a hybrid differential evolution approach was
studied. In [28], a polyhedral study with disjoint cardinality con-
straints was proposed. In [29], a population-based incremental
learning algorithm based on greedy strategy was  presented. In [30],
a chemical reaction optimization algorithm with greedy strategy
was proposed. In [31], an efficient fully polynomial time approxi-
mate scheme for KP01 was proposed. In [32], an iterative rounding
search based algorithm was proposed to solve KP01. In [33], a soccer
league competition algorithm was proposed. In [34], a thermody-
namical selection based discrete differential evolution method was
presented. However, they still cost the high time complexity espe-
cially in [27–29] and [31]. Thus, an expectation efficiency based on
economical model was studied [35] and the time complexity was
O(n), which suggested that the expectation efficiency model for
solving KP01 is more effective compared to other existing heuris-
tics. In this paper, the expectation efficiency will be studied by
combining with greedy degree.

Although a large number of KP01s have been resolved success-
fully by these existing algorithms, some new and more difficult
KP01s are always hidden in the real world. Thus, the research on
KP01 should be further improved and developed. Furthermore,
especially in the industry, it usually focuses on finding the good
approximate solution rather than spending a lot of time for the
exact solution. Under this context, heuristic methods for KP01 will
play more important role than exact methods and meta-heuristic
methods. Given this, the heuristic methods should be encouraged
so that the optimization and application of KP01 can be enhanced.

Given the above consideration, a hybrid algorithm based on
greedy degree and expectation efficiency, called GDEE, is proposed
which is inspired by region partition of items to solve KP01. The
main contributions of this paper are summarized as follows. (a)
A greedy degree model inspired by greedy strategy is designed to
select the first some items to put into knapsack early and these
items are never removed from knapsack in the following opera-
tions. (b) A dynamic expectation efficiency strategy is proposed to
select some remaining items to put into knapsack, meanwhile, one
candidate objective function value is obtained. (c) A static expec-
tation efficiency strategy is also presented as the benchmark to
update the candidate objective function value, as a result, a num-
ber of new objective function values are generated. (d) To accelerate
the update speed of objective function value, the parallel comput-
ing method is adopted. (e) Experimental results based on a large
number of instances reveal that GDEE is correct, feasible, effective,
and stable.

The rest of this paper is organized as follows. Section 2 presents
the design of GDEE in detail. In Section 3, experimental results
based on a large number of instances are reported. Finally, Section
4 concludes this paper and suggests potential future work.

2. Design GDEE for KP01

2.1. KP01 description

Given n items, where item i owns weight wi and profit pi, and a
knapsack that holds a fixed capacity cap, the goal of KP01 is to load
some possible items into knapsack so that the total profit of the
selected items has the maximal value while the total weight of the
items is not larger than cap. Mathematically, KP01 can be described
as follows.⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Maximize optp =
n∑

i=1

pixi

s.t.

n∑
i=1

wixi ≤ cap

(1)

where optp means the objective function value and xi ∈ {0, 1}. If xi
is 1, item i is in knapsack; otherwise, it is not in knapsack. Let X = (x1,
x2, . . .,  xn) means the solution of KP01. Thus, the goal of KP01 is to
find a possible X which maximizes optp.

2.2. Greedy degree

Let ri denote the ratio of pi and wi. In this paper, n items are
rearranged by ri in descending order in the first place, which is also
done under greedy strategy, backtracking algorithm, and dynamic
programming algorithm. Thus, the arrangement will be executed
before performing the following GDEE operations. It is well known
that greedy algorithm is applied to solve KP01 at the beginning
and the obtained solution is local optimal rather than the optimal.
As a matter of fact, some items can be still loaded into knapsack
from the perspective of greedy algorithm, in other words, the items
are determinate while the remaining items are uncertain. Based on
this consideration, the determinate items should be loaded into
knapsack in advance and never be removed from knapsack. How-
ever, how many and which items are determinate? To answer this
question, the concept of greedy degree is proposed as follows.

Definition 1. n items are rearranged, if the first m items can be
always loaded into knapsack by greedy strategy, and then m is
regarded as the size of greedy degree.

The objective function value, the total weight of items, and the
number of items can be obtained by greedy algorithm. Let Goptp,
GW,  and Q represent them respectively, and the constraint condi-
tions are shown as follows.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑j
i=1wi

GW
∧
∑j

i=1pi

Goptp
≤  �∑j+1

i=1wi

GW
∧
∑j+1

i=1pi

Goptp
>  �∑n/2

i=1 wi +
∑j

i=n/2+1wi

GW
∧
∑n/2

i=1 pi +
∑j

i=n/2+1pi

Goptp
< �∑n/2

i=1 wi +
∑j+1

i=n/2+1wi

GW
∧
∑n/2

i=1 pi +
∑j+1

i=n/2+1pi

Goptp
≥ �

(2)

where � and � are parameters, � > � and �, � ∈ (0, 1); j is the serial
number of item; X ∧ Y ≤ Z means that X ≤ Z and Y ≤ Z. Right after
this, the greedy degree algorithm is designed and described in
Algorithm 1.
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