
 

Accepted Manuscript

Variational Relevant Sample-Feature Machine: a Fully Bayesian
Approach for Embedded Feature Selection

Ali Mirzaei, Yalda Mohsenzadeh, Hamid Sheikhzadeh

PII: S0925-2312(17)30348-X
DOI: 10.1016/j.neucom.2017.02.057
Reference: NEUCOM 18131

To appear in: Neurocomputing

Received date: 26 November 2015
Revised date: 27 January 2017
Accepted date: 12 February 2017

Please cite this article as: Ali Mirzaei, Yalda Mohsenzadeh, Hamid Sheikhzadeh, Variational Relevant
Sample-Feature Machine: a Fully Bayesian Approach for Embedded Feature Selection, Neurocomput-
ing (2017), doi: 10.1016/j.neucom.2017.02.057

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service
to our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and
all legal disclaimers that apply to the journal pertain.

http://dx.doi.org/10.1016/j.neucom.2017.02.057
http://dx.doi.org/10.1016/j.neucom.2017.02.057


ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

Variational Relevant Sample-Feature Machine: a Fully
Bayesian Approach for Embedded Feature Selection

Ali Mirzaei*a, Yalda Mohsenzadehb, Hamid Sheikhzadeha

aAmirkabir University of Technology, Tehran, Iran
bMassachusetts Institute of Technology (MIT), Cambridge, MA, USA

Abstract

This paper presents a Bayesian learning approach for embedded feature selec-

tion. This approach employs a fully Bayesian framework to achieve a model

which is sparse in both sample and feature domains. We introduce a novel

multi-step algorithm based on Variational Approximation to efficiently compute

all model parameters in order to optimize the maximum a posteriori probabil-

ity (MAP) measure. Experiments on both synthetic and real datasets verify

that the proposed method is successful in feature selection while achieving high

accuracy in both regression and classification tasks. Compared to the existing

methods, especially its non fully Bayesian counterpart, the proposed algorithm

results in much higher accuracies when the size of learning data is small. More-

over, the proposed method is more reliable (evident by less variance in accuracy)

than other competing algorithms.
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1. Introduction

Feature selection is one of the most important techniques which aim to im-

prove the performance of learning methods. Feature selection and dimension
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