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Abstract

This paper proposes a parallel computation model for the self-organizing

map (SOM) neural network applied to Euclidean traveling salesman prob-

lems (TSP). This model is intended for implementation on the graphics

processing unit (GPU) platform. The Euclidean plane is partitioned into an

appropriate number of cellular units, called cells, and each cell is responsible

of a certain part of the data and network. Compared to existing GPU

implementations of optimization metaheuristics, which are often based on data

duplication or mixed sequential/parallel solving, the advantage of the proposed

model is that it is decentralized and based on data decomposition. Designed

for handling large-scale problems in a massively parallel way, the required

computing resources grow linearly along the problem size. Experiments are

conducted on 52 publicly available Euclidean TSP instances with up to 85900

cities for the largest TSPLIB instance and 71009 cities for the largest National

TSP instance. Experimental results show that our GPU implementations of

the proposed model run significantly faster than the currently best-performing

neural network approaches, to obtain results of similar quality.
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