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a  b  s  t  r  a  c  t

Data  mining  is  the  process  of extracting  desirable  knowledge  or interesting  patterns  from  existing
databases  for  specific  purposes.  In real-world  applications,  transactions  may  contain  quantitative  values
and each  item  may  have  a lifespan  from  a temporal  database.  In this  paper,  we thus  propose  a data  mining
algorithm  for  deriving  fuzzy  temporal  association  rules.  It  first  transforms  each  quantitative  value  into  a
fuzzy  set  using  the  given  membership  functions.  Meanwhile,  item  lifespans  are  collected  and  recorded
in a temporal  information  table  through  a transformation  process.  The  algorithm  then  calculates  the
scalar  cardinality  of  each  linguistic  term  of each  item.  A  mining  process  based  on  fuzzy  counts  and  item
lifespans  is  then  performed  to find  fuzzy  temporal  association  rules.  Experiments  are finally  performed
on  two  simulation  datasets  and  the  foodmart  dataset  to  show  the effectiveness  and  the efficiency  of  the
proposed  approach.

© 2016  Elsevier  B.V.  All  rights  reserved.

1. Introduction

Data mining is commonly used for extracting association rules
from transaction data. An association rule is an expression X → Y,
where X and Y are a set of items. It means that in the set of transac-
tions, if all the items in X exist in a transaction, then there is a high
probability that Y is also in the transaction [1]. Most previous stud-
ies have focused on binary-value transaction data. Transactions in
real-world applications, however, usually consist of quantitative
values. Also, each item may  have a publication time interval. This
means that each item has a lifespan. Thus, designing a sophisti-
cated data-mining algorithm able to deal with this type of data is a
challenge for researchers in this field.

The fuzzy set theory has been used more and more frequently
in intelligent systems because of its simplicity and similarity
to human reasoning [7,13,19,28,29]. Several fuzzy data mining
algorithms for inducing rules from a given set of data have
been designed and used with good results for specific domains
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[6,11,15,27]. For example, Chan et al. proposed an F-APACS algo-
rithm to mine fuzzy association rules [6]. Kuok et al. proposed a
fuzzy mining approach to handle numerical data in databases and
derived fuzzy association rules [12]. At nearly the same time, Hong
et al. proposed a fuzzy mining algorithm to mine fuzzy rules from
quantitative transaction data [11]. Yue et al. then extended the
above concept to find fuzzy association rules with weighted items
[27].

However, those fuzzy data mining approaches did not con-
sider item lifespans. Although Lee proposed two  algorithms for
discovering fuzzy temporal association rules and fuzzy periodic
association rules using fuzzy calendar algebra [21], the lifespan of
each item was not considered. Generally speaking, each product
has its own  lifespan in a supermarket. If the traditional data min-
ing approach is applied to mine rules, then some new products
will not become frequent itemsets because the supports of those
items cannot reach the minimum support threshold such that some
associations among them will be missed. In this paper, we  thus
propose a fuzzy mining algorithm for deriving linguistic tempo-
ral association rules from a given temporal transaction database
by considering item lifespans. It first transforms each quantitative
value into fuzzy sets using given membership functions. During the
transformation process, the lifespans of the items are collected and
recorded in the temporal information table. The algorithm then cal-
culates the scalar cardinality of each linguistic term of the items.
The support values of items are calculated according to their corre-
sponding periods such that the real importance of each item can be
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represented. The mining process, which is based on fuzzy counts,
is then performed to find fuzzy temporal association rules, which
can not be mined by the existing (traditional) fuzzy rule mining
approaches since all the transactions are considered to calculate
support values of items. Experiments are also performed using two
simulation datasets and the foodmart dataset [12,22] to show the
effectiveness and efficiency of the proposed approach. There are
two contributions of the proposed approach. The first one is that
we propose in fuzzy data mining the first work which takes the
lifespans of products into consideration such that the associations
of items can be exhibited more correctly. The second one is that
by the proposed approach more useful fuzzy rules can be derived
in terms of average supports and confidences through the experi-
mental evaluation on some simulation and real datasets.

The rest of this paper is organized as follows. The problem state-
ment and some definitions are described in Section 2. Some related
mining approaches are reviewed in Section 3. The details of the pro-
posed fuzzy temporal association rule mining algorithm are given
in Section 4. An example that illustrates the use of the proposed
algorithm is described in Section 5. Experiments that demonstrate
the performance of the proposed approach are stated in Section
6. Conclusions and suggestions for future work are discussed in
Section 7.

2. Problem statement and definitions

Since new products are continuously added to the market, each
item in a transaction has its own lifespan. Some related terms such
as temporal item, temporal transaction database, and temporal
support are defined as follows [8].

Definition 1 (Temporal Item). Let P = <p1, p2, . . .,  pn> be a sequence
of continuous time periods such that each period has a particular
time granularity, e.g., day, week, month, year, etc. ∀ i, j, n, 1 ≤ i ≤ j ≤ n,
pi occurs before pj, which is denoted as pi ≤ pj. A temporal item x is
an item with a starting period, denoted as S(x). The starting period
of a temporal itemset X is then defined as S(X) = max({S(x)}), where
x ∈ X. The set of temporal items is denoted as I such that ∀ x ∈ I,
S(x) ≤ pn.

Definition 2 (Temporal Transaction Database).  A temporal transac-
tion, T, is a subset of I, which means T ∈ I. The period in which T
occurs is denoted O(T). Then, D = {T | p1 ≤ O(T) ≤ pn} is a temporal
transaction database on I over P.

Definition 3 (Temporal Support). Let D be a temporal transaction
database on I over P. Let X be a set of temporal items. The temporal
support of X, with respect to the subset of D from the period pi,
denoted as TSup(X, pi), is defined as formula (1):

TSup(X, pi) = |{T |X ⊆ T, O(T) ≥ pi, T ∈ D}|
|{T |O(T) ≥ pi, T ∈ D}| (1)

Then the temporal support of X, denoted as TSup(X), can be com-
puted as TSup(X, S(X)). That is, the temporal support of itemset X
is the ratio of the number of transactions that contain temporal
itemset X to the total number of transactions that occur from S(X).

From the above definitions, it can be seen that many previous
studies have focused on handling binary-valued data. Transaction
data, however, usually have quantitative values. We  thus define the
temporal quantitative item and temporal quantitative transaction
database by extending Definitions 1 and 2. The definitions are as
follows.

Definition 4 (Temporal Quantitative Item). Let P = <p1, p2, . . .,  pn>
be a sequence of continuous time periods such that each period
has a particular time granularity, e.g., day, week, month, year, etc.
∀ i, j, n, 1 ≤ i ≤ j ≤ n, pi occurs before pj, which is denoted as pi ≤ pj.

Table 1
The five temporal quantitative transactions.

Period TID Items

P1 (Aug-5) Trans1 (A, 5), (C,4);
Trans2 (A, 3), (B,2);
Trans3 (C,4);

P2 (Aug-6) Trans4 (A, 3), (B, 2), (D,4);
Trans5 (A, 3), (B, 5), (D,4), (E,2);

Temporal quantitative item x’ consists of temporal item x and quan-
titative value v, denoted as (x, v), where v is a positive real number.
The temporal item is a special kind of temporal quantitative item.
The starting period of a temporal quantitative item x′, denoted as
S(x′), is the same as temporal item x, which is S(x). In the same
way, the starting period of a temporal quantitative itemset X′ is
S(X′) = max  ({S(x′)}), where x ∈ X. The set of temporal quantitative
items is denoted as I′ s.t. ∀ x′ ∈ I′, S(x′) ≤ pn.

Definition 5 (Temporal Quantitative Transaction Database).  Tem-
poral quantitative transaction T′ is a subset of I′, which means
T′ ∈ I′. The period that T′ occurs is denoted as O(T′). Then, D′ = {T′

| p1 ≤ O(T′) ≤ pn} is temporal quantitative transaction database I′

over P.

For example, Table 1 is a temporal quantitative transaction
database with five temporal quantitative transactions over two
periods, P = {P1, P2}. The time granularity used in this example is
day. There are five temporal items. That is I = {A, B, C, D, E}. Each tem-
poral quantitative item has its own  starting period, e.g., S(A) = 1 and
S(A, D) = 2. Each temporal quantitative transaction also has its own
starting period, e.g., the starting period O(T′) of the 4th transaction
is 2.

In addition, since fuzzy theory is also commonly used to deal
with quantitative values, in this paper, we  thus utilize fuzzy theory
to transform quantitative values into a more friendly represen-
tation that we can easily understand. We  assume a given set of
membership functions, and that quantitative value vj

(i), which is the
quantitative value of temporal item x (=Ij) in transaction T′(i), can be

transformed into a fuzzy set represented as

(
f (i)
ji

Rj1
+

f (i)
j2

Rj2
+ · · · +

f (i)
jl
Rjl

)
,

where Rjk is the kth fuzzy region (linguistic term) of temporal item
Ij, fj(i) is vj

(i)’s membership value in region Rjk, and l (=|Ij|) is the
number of fuzzy regions for Ij. Then, we define the fuzzy temporal
support of a fuzzy region and fuzzy temporal confidence as follows:

Definition 6 (Fuzzy Temporal Support). Fuzzy temporal support of
a fuzzy region Rjk of a temporal item x (=Ij) is defined as formula
(2):

tFuzzySupportjk = countjk/|{T ′|O(T ′) ≥ S(Ij), T ′ ∈ D′}|| (2)

where countjk is the scalar cardinality of fuzzy region Rjk, which
is the summation of membership values fjk(i). In other words, the
fuzzy temporal support of a fuzzy region of a temporal item is the
ratio of its scalar cardinality to the number of transactions that
occur from the starting period of temporal item x.

Let s be a temporal q-itemset with items (s1, s2, . . .,  sq), q ≥ 2.
Similarly, fuzzy temporal support of fuzzy regions Rs of temporal
itemset X (=s) is defined as formula (3):

tFuzzySupports = counts/|{T ′O(T ′) ≥ S(s), T ′ ∈ D′}| (3)

where counts is the scalar cardinality of fuzzy region Rs, which is
the summation of membership values fs(i). It should be noted that if
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