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a b s t r a c t 

Data preprocessing and reduction have become essential techniques in current knowledge discovery sce- 

narios, dominated by increasingly large datasets. These methods aim at reducing the complexity inherent 

to real-world datasets, so that they can be easily processed by current data mining solutions. Advan- 

tages of such approaches include, among others, a faster and more precise learning process, and more 

understandable structure of raw data. However, in the context of data preprocessing techniques for data 

streams have a long road ahead of them, despite online learning is growing in importance thanks to the 

development of Internet and technologies for massive data collection. Throughout this survey, we sum- 

marize, categorize and analyze those contributions on data preprocessing that cope with streaming data. 

This work also takes into account the existing relationships between the different families of methods 

(feature and instance selection, and discretization). To enrich our study, we conduct thorough experi- 

ments using the most relevant contributions and present an analysis of their predictive performance, 

reduction rates, computational time, and memory usage. Finally, we offer general advices about existing 

data stream preprocessing algorithms, as well as discuss emerging future challenges to be faced in the 

domain of data stream preprocessing. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Data preprocessing [1,2] is one of the major phases within the 

knowledge discovery process. Despite being less known than other 

steps like data mining, data preprocessing actually very often in- 

volves more effort and time within the entire data analysis pro- 

cess ( > 50% of total effort) [3] . Raw data usually comes with many 

imperfections such as inconsistencies, missing values, noise and/or 

redundancies. Performance of subsequent learning algorithms will 

thus be undermined if they are presented with low-quality data. 

Thus by conducting proper preprocessing steps we are able to sig- 

nificantly influence the quality and reliability of subsequent auto- 

matic discoveries and decisions. 

Data preparation, as part of preprocessing [1] , is aimed at trans- 

forming raw input into high-quality one that properly fits the min- 
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ing process to follow. Preparation is considered as a mandatory 

step and it includes techniques such as integration, normalization, 

cleaning and transformation. 

Presently, the amount generated data is growing exponentially 

following the emergence of Big Data phenomenon [4,5] . Con- 

temporary datasets grow in three dimensions –features, examples 

and cardinality– making complexity reduction a mandatory step if 

standard algorithms are to be used. Data reduction techniques per- 

form this simplification by selecting and deleting redundant and 

noisy features and/or instances, or by discretizing complex contin- 

uous feature spaces. This allows to maintain the original structure 

and meaning of the input, but at the same time obtaining a much 

more manageable size. Faster training and improved generalization 

capabilities of learning algorithms, as well as better understand- 

ability and interpretability of results, are among the many benefits 

of data reduction. 

With the advent of Big Data comes not only an increase in the 

volume of data, but also the notion of its velocity. In many emerg- 

ing real-world problems we cannot assume that we will deal with 

a static set of instances. Instead, they may arrive continuously, 
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leading to a potentially unbounded and ever-growing dataset. It 

will expand itself over time and new instances will arrive continu- 

ously in batches or one by one. Such problems are known as data 

streams [6] and pose many new challenges to data mining meth- 

ods. One must be able to constantly update the learning algorithm 

with new data, to work within time-constraints connected with 

the speed of arrival of instances, and to deal with memory limi- 

tations. Additionally, data streams may be non-stationary, leading 

to occurrences of the phenomenon called concept drift , where the 

statistical characteristics of the incoming data may change over the 

time. Thus, learning algorithms should take this into consideration 

and have adaptation skills that allow for online learning from new 

instances, but also for quick changes of underlying decision mech- 

anisms [7] . 

Despite the importance of data reduction, not many proposals 

in this domain may be found in the literature for online learning 

from data streams [8] . Most of methods are just incremental algo- 

rithms, originally designed to manage finite datasets. Direct adap- 

tation of static reduction techniques is not straightforward since 

most of techniques assume the whole training set is available from 

the beginning and properties of data do not change over time: 

• Most of static instance selectors require multiple passes over 

data, at the same time being mainly based on time-consuming 

neighbor searches that makes them useless for handling high- 

speed data streams [1] . 

• On the contrary, feature selection techniques are easily adapt- 

able to online scenarios. Yet, they suffer from other problems 

such as concept evolution or dynamic [9] and drifting [10] fea- 

ture space. 

• Online supervised discretization methods also remain fairly un- 

explored. Most of standard solutions require several iterations 

of sharp adjustments before getting a fully operating solu- 

tion [11] . 

Therefore, further development of data pre-processing tech- 

niques for data stream environments is thus a major concern for 

practitioners and scientists in data mining areas. 

This survey aims at a thorough enumeration, classification, and 

analysis of existing contributions for data stream preprocessing. Al- 

though there exist previous studies that have performed a coarse- 

grained analysis on some tasks individually (e.g., feature selection 

or instance selection) [12,13] , this work is a first deep overview of 

advances in this filed, additionally outlining vital future challenges 

that need to be addressed to ensure meaningful progress and de- 

velopment of novel methods. 

In addition to discussing the literature in preprocessing meth- 

ods for mining data streams, we propose a thorough experimental 

study to further enrich this survey. We have analyzed predictive, 

reduction, time and memory performance of selected most rele- 

vant algorithms in this field. Additionally, nonparametric statisti- 

cal tests are used to give support to the final conclusions. The dis- 

cussed experimental framework involves a total of 20 datasets and 

10 reduction methods: three feature selectors, three discretizers, 

and four instance selectors. 

The structure of this work is as follows. First, we present related 

concepts such as: data streaming and concept drift ( Section 2 ), and 

data reduction ( Section 3 ). Then online reduction contributions are 

grouped by task, and described in Section 4 . To assess performance 

and usefulness of methods, a thorough experimental framework is 

proposed in Section 5 , also grouped by task. Section 6 summarizes 

the lessons learned from this survey and experimental study, and 

discusses open challenges in data preprocessing for data stream 

mining, while Section 7 concludes this work. 

2. Data streams and concept drift 

Data stream is a potentially unbounded and ordered sequence 

of instances that arrive over time [14] . Therefore, it imposes spe- 

cific constraints on the learning system that cannot be fulfilled by 

canonical algorithms from this domain. Let us list the main differ- 

ences between static and streaming scenarios: 

• instances are not given beforehand, but become available se- 

quentially (one by one) or in the form of data chunks (block by 

block) as the stream progresses; 

• instances may arrive rapidly and with various time intervals be- 

tween each other; 

• streams are of potentially infinite size, thus it is impossible to 

store all of incoming data in the memory; 

• each instance may be only accessed a limited number of times 

(in specific cases only once) and then discarded to limit the 

memory and storage space usage; 

• instances must be processed within a limited amount of time 

to offer real-time responsiveness and avoid data queuing; 

• access to true class labels is limited due to high cost of label 

query for each incoming instance; 

• access to the true labels may be delayed as well, in many cases 

they are available after a long period, i.e., for credit approval 

could be 2–3 years; 

• statistical characteristics of instances arriving from the stream 

may be subject to changes over time. 

Let us assume that our stream consists of a set of states S = 

{S 1 , S 2 , . . . , S n }, where S i is generated by a distribution D i . By a 

stationary data stream we will consider a sequence of instances 

characterized by a transition S j → S j+1 , where D j = D j+1 . However, 

in most modern real-life problems the nature of data may evolve 

over time due to various conditions. This phenomenon is known as 

concept drift [7,15] and may be defined as changes in distributions 

and definitions of learned concepts over time. Presence of drift can 

affect the underlying properties of classes that the learning system 

aims to discover, thus reducing the relevance of used classifier as 

the change progresses. At some point the deterioration of the qual- 

ity of used model may be too significant to further consider it as 

a meaningful component. Therefore, methods for handling drifts in 

data streams are of crucial importance to this area of research. 

Let us now present shortly a taxonomy of concept drift. There 

are two main aspects that must be taken under consideration 

when analyzing the nature of changes taking place in the current 

state of any data stream: 

• Influence on the learned classification boundaries - here we 

distinguish two types of concept drift. A real concept drift af- 

fects the decision boundaries (posterior probabilities) and may 

impact unconditional probability density function, thus poses 

a threat to the learning system. A virtual concept drift does 

not impact the decision boundaries (posterior probabilities), 

but affect the conditional probability density functions, thus 

not influencing the currently used learning models. However, 

it should still be detected. Visualization of these drift types is 

presented in Fig. 1 . 

• Types of change - here we may distinguish three main types 

of concept drift taking into consideration its rapidness. Sudden 

concept drift is characterized by S j being rapidly replaced by 

S j+1 , where D j � = D j+1 . Gradual concept drift can be considered 

as a transition phase where examples in S j+1 are generated by 

a mixture of D j and D j+1 with their varying proportions. Incre- 

mental concept drift has a much slower ratio of changes, where 

the difference between D j and D j+1 is not so significant, usually 

not statistically significant. 

• We may also face with so-called Recurring concept drift, 

what means that a concept from k th previous iteration may 
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