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Faculty of Mathematics and Computer Science, Jagiellonian University, �Lojasiewicza 6,
30-348 Kraków, Poland.

Abstract

Cross-Entropy Clustering (CEC) is a model-based clustering method which
divides data into Gaussian-like clusters. The main advantage of CEC is that
it combines the speed and simplicity of k-means with the ability of using
various Gaussian models similarly to EM. Moreover, the method is capable
of the automatic reduction of unnecessary clusters. In this paper we present
the R Package CEC implementing CEC method.
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1. Introduction1

Gaussian Mixture Model (GMM) is one of the most popular parametric2

clustering models implemented in various R packages, such as mclust [10],3

Rmixmod [11], pdfCluster [2], mixtools [3], etc. The model focuses on4

finding the mixture of Gaussians f = p1f1 + . . .+ pkfk, where p1, . . . , pk > 05

and
∑

i pi = 1, which provides an optimal estimation of data set X ⊂ R
N ,6

measured by the negative log-likelihood cost function:7

EM(f,X) = − 1

|X|
∑

x∈X
log (p1f1(x) + . . .+ pkfk(x)) , (1)

where |X| denotes the cardinality of X. Its minimization is iteratively per-8

formed with use of EM (Expectation Maximization) algorithm [5]. While9

the expectation step is relatively simple, the maximization step usually needs10
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