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Abstract

Selecting the relevant factors in a particular domain is of utmost interest in the
machine learning community. This paper concerns the feature selection process
for twin support vector machine (TWSVM), a powerful classification method
that constructs two nonparallel hyperplanes in order to define a classification
rule. Besides the Euclidean norm, our proposal includes a second regularizer
that aims at eliminating variables in both twin hyperplanes in a synchronized
fashion. The baseline classifier is a twin SVM implementation based on second-
order cone programming, which confers robustness to the approach and leads to
potentially better predictive performance compared to the standard TWSVM
formulation. The proposal is studied empirically and compared with well-known
feature selection methods using microarray datasets, on which it succeeds at
finding low-dimensional solutions with highest average performance among all
the other methods studied in this work.
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1. Introduction

Robustness has been a relevant topic in the SVM literature in recent years
[11, 30]. Second-order cone programming (SOCP) [2, 23] is a popular convex
optimization approach that has been used to develop robust maximum margin
classifiers [5, 29]. In the scheme presented by Nath and Bhattacharyya [29],
the worst data distribution is assumed for a given mean and covariance matrix,
while each training pattern is classified correctly for predefined false positive and
false negative error rates. This strategy has demonstrated superior predictive
performance thanks to its robust framework [5, 25, 29].
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