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Abstract

In this paper, we present the parallel neuromorphic processor architectures for spiking neural networks on FPGA. The
proposed architectures address several critical issues pertaining to efficient parallelization of the update of membrane
potentials, on-chip storage of synaptic weights and integration of approximate arithmetic units. The trade-offs between
throughput, hardware cost and power overheads for different configurations are thoroughly investigated. Notably, for
the application of handwritten digit recognition, a promising training speedup of 13.5x and a recognition speedup of
25.8x are achieved by a parallel implementation whose degree of parallelism is 32. In spite of the 120MHz operating
frequency, the 32-way parallel hardware design demonstrates a 59.4x training speedup over the single-thread software
program running on a 2.2GHz general purpose CPU. Equally importantly, by leveraging the built-in resilience of
the neuromorphic architecture we demonstrate the energy benefit resulted from the use of approximate arithmetic
computation. Up to 20% improvement in energy consumption is achieved by integrating approximate multipliers into
the system while maintaining almost the same level of recognition rate achieved using standard multipliers. To the
best of our knowledge, it is the first time that the approximate computing and parallel processing are applied to FPGA
based spiking neural networks. The influence of the parallel processing on the benefits of approximate computing is
also discussed in detail.

1. INTRODUCTION

The human brain controls all our body movements,
cognitive activities, emotions and other complex tasks.
When it comes to complex tasks such as face recogni-
tion and language learning, a human brain can solve such
problems with ease demonstrating much improved energy
and space efficiency and show even better performance
than supercomputers [1]. Brain-inspired computing has
attracted much research interest, not only because of its
application as a practical tool in areas such as pattern
recognition, but also as a means of developing an under-
standing of mammalian brains and ultimately increasing
our understanding of intelligence and consciousness.

Although most real world applications such as the
processing of sensory inputs and pattern recognition can
be realized by software models on Von Neumann ma-
chines, software simulation of complex biologically plausi-
ble models is intrinsically slow and may require tremen-
dous energy consumption and space resources to solve
these real-world problems. Brain-inspired neuromorphic
hardware systems provide an appealing architectural so-
lution to the above problems. They show good energy
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efficiency, potentially improved scalability and great suit-
ability for pattern recognition problems. In addition,
since one important property of neural networks is their
parallel distributed nature, it is highly desirable to de-
velop efficient parallel neuromorphic architectures for sig-
nificantly acceleration. Meanwhile, the inherent error re-
silience and fault tolerance offered by brain-inspired ar-
chitectures provide promising opportunities for leverag-
ing approximate computing for additional energy and sil-
icon area benefits.[2]-[10]

Traditionally, analog circuits are used to implement
silicon neurons [11] [12]. However, they are difficult to
reconfigure and intrinsically sensitive to process, voltage
and temperature (PVT) variations [13][14]. For exam-
ple, a same analog circuit design may probably demon-
strate require different performance under different envi-
ronments. In addition, large-scale integration of spiking
neurons is hindered by the use of area consuming capac-
itors to keep synaptic weights [15]. The impact of PVT
variations on the performance of digital neuromorphic de-
signs is thoroughly investigated by [16], which provides
guidance on the design of robust digital spiking neural
circuits.

FPGAs offer great flexibility and reconfigurability
for fast prototyping and hardware acceleration of soft-
ware algorithms. To facilitate the application of SNNs in
embedded systems and develop processing acceleration
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