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A B S T R A C T

Training Brain Computer Interface (BCI) systems to understand the intention of a subject through
Electroencephalogram (EEG) data currently requires multiple training sessions with a subject in order to
develop the necessary expertise to distinguish signals for different tasks. Conventionally the task of training the
subject is done by introducing a training and calibration stage during which some feedback is presented to the
subject. This training session can take several hours which is not appropriate for on-line EEG-based BCI
systems. An alternative approach is to use previous recording sessions of the same person or some other
subjects that performed the same tasks (subject transfer) for training the classifiers. The main aim of this study
is to generate a methodology that allows the use of data from other subjects while reducing the dimensions of
the data. The study investigates several possibilities for reducing the necessary training and calibration period in
subjects and the classifiers and addresses the impact of i) evolutionary subject transfer and ii) adapting
previously trained methods (retraining) using other subjects data. Our results suggest reduction to 40% of target
subject data is sufficient for training the classifier. Our results also indicate the superiority of the approaches
that incorporated evolutionary subject transfer and highlights the feasibility of adapting a system trained on
other subjects.

1. Introduction

Interaction between brain and computer is traditionally mediated
by the peripheral nervous system using motor nerves and muscles to
convey information/instruction to the computer. A brain-computer
interface (BCI) is a device that bypasses the peripheral nervous system
and permits the direct transfer of information from the brain to a
computer. A BCI is essentially a device that maps an input onto an
output. The input is the activity of the brain as measured by some
sensing device and the output is the control of a device such as cursor
movement, spelling device, wheel chair, or prostheses.

The electroencephalogram (EEG) measures local field potentials that
have propagated from the cortex to the scalp. EEG is an attractive signal
measurement tool for a BCI as it is both inexpensive, non-invasive, and
has a high temporal resolution. The control signal in a BCI is the pattern
of brain activity that reflects the intention/desire of the user to effect

control over the BCI. The primary objective of a BCI is to accurately
extract and interpret this control signal. Numerous EEG phenomena
have been exploited as control signals for non-invasive BCIs, with one of
the most prominent being sensorimotor rhythms (SMR). SMR are
oscillatory EEG activity generated in cortical sensorimotor areas. SMR
can be modulated by preparation for movement, execution of movement,
or by imagination of movement [1]. It is the effect of motor imagination
on SMR that has been exploited by numerous BCI research groups.
Specifically, SMR in the μ (8–12 Hz) and β (18–26 Hz) frequency bands
have been shown to be effective control signals for BCI operation.

An emerging trend of recent years has been the use of advanced
machine learning algorithms to create BCI's that are optimized to
subject specific patterns of brain activity. Numerous groups have
implemented machine learning algorithms to minimise the need for
user-training [1–9]. Machine learning based BCI systems typically
operate using some variant of following steps:
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1. Calibration: data is recorded whilst the user repeatedly performs
some mental task in which the intention of the user is controlled.

2. Training: the BCI uses the calibration data to optimize the weights of
its classifier in a way that accurately classifies the predefined
intention of the user

3. Feedback: the trained classifiers are applied to new brain activity to
predict the intention of the user

The volume of data obtained when acquiring EEG from many
channels with high sample rates and repeated trials can be large. The
dimension of EEG data is the number of channels × the number of
features (e.g. samples, spectral power, etc.) in a single trial and is
usually very high. The high-dimension of EEG data means that many
trials are required for successful classification otherwise the problem is
underdetermined. The process of acquiring many calibration trials can
be both time-consuming and laborious for the user and may span
multiple sessions and/or days. In addition, the process of training the
classifier on large volumes of high-dimensional data can be computa-
tionally expensive and also very time-consuming, often spanning days.
These combined time constraints limit the real-world and real-time
utility of BCI. Ideally a BCI would be calibrated on a small amount of
data acquired in a very short time, and the classifiers trained rapidly to
produce a functional and practical BCI.

Dimension reduction (DR) can be utilized to reduce the volume of
data prior to classification, and as a consequence reduce computational
demands and processing time. The challenge of DR is to maximise
compression whilst minimizing loss of information and maintaining
performance. DR can be performed on channels, features, or both.
Decomposition-based methods (e.g. principal components analysis) are
popular choices for feature and electrode reduction however they use a
procedure that mostly isolates a set of features or electrodes that satisfy
a certain statistical criterion without considering their actual impact on
the classifier's learning rule. Evolutionary methods such as Genetic
Algorithm (GA) and Particle Swarm Optimization (PSO) are alternative
approaches that can be utilized for dimension reduction and are not
subject to this limitation. These approaches evolve their population
toward a subset of features and/or channels that achieve the best
classification performance. However these evolutionary methods are
very computationally intensive which further exacerbates the time
constraints of the BCI system [10,11]. An evolutionary dimension
reduction approach, called PSO-DR, that allows simultaneous feature
and electrode reduction was proposed in [12]. In this approach, PSO is
utilized to identify a subset of feature and electrode indexes that best
represent the performed task and offers better generalizability. In order
to address the computationally intensiveness of the PSO-DR, subject
transfer, which is the use of previously recorded samples originating
from other subjects [13–16], is utilized to pre-identify the subset of
feature and electrode indexes by the PSO-DR [17,18].

The aim of this study is to combine subject transfer with evolu-
tionary dimension reduction (PSO-DR) to reduce the dimensionality of
the data and the number of training trials required for classification.
Advantages of this methodology are:

• Extra training samples originating from other subjects can be
prerecorded and preprocessed off-line.

• Minimum dependency on training trials from the target subject (the
subject that performs the tasks in on-line).

• Low dimensionality of the data as a result of evolutionary dimension
reduction that reduces the required classifier training time.

2. Analysis and methods

2.1. Particle Swarm Optimization (PSO)

Particle Swarm Optimization (PSO) is an evolutionary approach
inspired by animals' social behaviors. PSO accommodates search

through generating, evaluating and updating members of population
called particles that each represent a possible solution. Particles in the
population (swarm) are known by their position in the search space
(called X) and their velocity (called V) and remember the best solution
found by them (called personal best or PBest) and their neighboring
particles or the entire swarm (called global best or GBest). In PSO
particles in the swarm update their velocity and their position in the
search space using the PBest and the GBest as reference points. The
equations for updating the velocity and particles' positions are as
follow:
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In Eq. (1), V t( )i j, represents the velocity in iteration t. i and j represent
the particles index and the dimension in the search space respectively.
c1 and c2 are the acceleration coefficients utilized to control the effect of
the cognitive C( )i j, and social S( )i j, components respectively. r j1, and r j2,
are random values in the range of [0,1] and w is the inertia weight that
controls the influence of the last velocity in the updated version.

Various mechanisms have been suggested for adjusting the para-
meters in Eq. (1), including Linearly Decreasing Inertia Weight (LDIW)
[19], Time Varying Inertia Weight (TVIW) [19–21], Linearly
Decreasing Acceleration Coefficient (LDAC) [19,21–23], Time
Varying Acceleration Coefficient (TVAC) [19–21], Random Inertia
Weight (RANDIW) [21], Fix Inertia Weight (FIW), Random
Acceleration Coefficients (RANDAC), and Fix Acceleration
Coefficients (FAC) [21]. Among the proposed modifications in several
studies, LDIW and FixAC are utilized in here. Eq. (2) represents the
LDIW formulation.

w w w maxiter t
maxiter

w= ( − ) × ( − ) +1 2 2 (2)

where, w1 andw2 are the initial and final inertia weight, t is the current

Fig. 1. A diagram representing the PSO-based mechanism employed for simultaneous
feature and electrode reduction. In the figure, Sub represent sub-swarm. Each sub-swarm
contains n out of N electrode indexes and k out of K feature point indexes for each of the
selected electrodes. max index in Submax represent the swarm's population size.

Table 1
The initial settings of the PSO-DR.

Details Dimension

EEG dataset N Electrodes, K Feature
Points

N K×

Each Mask EV vector and FSM Matrix
EV vector n out of N electrodes n × 1 electrode indexes
Each row of FSM

Matrix
k out of K feature points k1 × feature indexes

FSM Matrix n k× out of N K× n k× indexes
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