
Author’s Accepted Manuscript

Dual delay-partitioning approach to stability
analysis of generalized neural networks with
interval time-varying delay

Jun Yang, Wen-Pin Luo, Hao Chen, Xiao-Lan Liu

PII: S0925-2312(16)30772-X
DOI: http://dx.doi.org/10.1016/j.neucom.2016.07.027
Reference: NEUCOM17384

To appear in: Neurocomputing

Received date: 19 September 2015
Revised date: 24 June 2016
Accepted date: 14 July 2016

Cite this article as: Jun Yang, Wen-Pin Luo, Hao Chen and Xiao-Lan Liu, Dual
delay-partitioning approach to stability analysis of generalized neural networks
with interval time-varying delay, Neurocomputing,
http://dx.doi.org/10.1016/j.neucom.2016.07.027

This is a PDF file of an unedited manuscript that has been accepted for
publication. As a service to our customers we are providing this early version of
the manuscript. The manuscript will undergo copyediting, typesetting, and
review of the resulting galley proof before it is published in its final citable form.
Please note that during the production process errors may be discovered which
could affect the content, and all legal disclaimers that apply to the journal pertain.

www.elsevier.com/locate/neucom

http://www.elsevier.com/locate/neucom
http://dx.doi.org/10.1016/j.neucom.2016.07.027
http://dx.doi.org/10.1016/j.neucom.2016.07.027


Dual delay-partitioning approach to stability analysis of generalized neural
networks with interval time-varying delay 1

Jun Yanga, Wen-Pin Luob,∗, Hao Chenc, Xiao-Lan Liub,d

aCollege of Computer Science, Civil Aviation Flight University of China, Guanghan, Sichuan 618307, PR China.
bCollege of Science, Sichuan University of Science and Engineering, Zigong, Sichuan 643000, PR China.

cCollege of Electrical and Information Engineering, Southwest University for Nationalities of China, Chengdu, Sichuan 610041, PR China.
dSichuan Province University Key Laboratory of Bridge Non-destruction Detecting and Engineering Computing, Zigong, Sichuan 643000, China.

Abstract

This paper is concerned with improved delay-dependent stability criteria for generalized neural networks (GNNs) with

interval time-varying delay. A dual delay-partitioning approach is introduced to partition the delay intervals [0, τ a]

and [τa, τb] into different multi-segments separately. A newly augmented Lyapunov-Krasovskii functional (LKF) with

triple integral terms is constructed by dual–partitioning the delay in integral terms, in which the relationships between

the augmented state vectors are fully taken into account. The Wirtinger-based integral inequality and Peng-Park’s

integral inequality are employed to effectively handle the cross-product terms occurred in derivative of the LKF.

Therefore, less conservative results can be achieved in terms of e s and LMIs. Finally, two numerical examples are

included to show that the deduced criteria are less conservative than existing ones.
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1. Introduction

It is well known that the back-propagation neural networks and optimization type neural networks can be modeled

as static neural networks (SNNs), whereas Hopfield neural networks, bidirectional associative memory neural net-

works and cellular neural networks are classified as local field neural networks (LFNNs) [1]. In [2], the generalized

neural networks (GNNs) model containing the SNNs and LFNNs as special cases was first introduced. Thus, it is

enough to study the stability of GNNs instead of both LFNNs and SNNs. In recent years, much effort has been made

in stability analysis of GNNs model [1, 2, 5–7, 17]. During the implementation of artificial neural networks (NNs),

time delays are inevitably introduced due to the finite switching speed of amplifiers and the inherent communication

time between the neurons [18, 19], which might cause oscillation, divergence, and even instability [19–29]. Therefore,

the stability of the delayed neural networks (DNNs) has received considerable attention [1, 2, 5–7, 12–17, 30, 31].

The stability criteria of DNNs are generally classified into two categories, delay-independent ones [12–16] and delay-

dependent ones [1, 2, 5–7, 17, 30, 31]. The delay-dependent stability conditions are usually less conservative than
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