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a b s t r a c t

We present a novel method for efficient querying and retrieval of arbitrarily shaped objects from large
amounts of unstructured 3D point cloud data. Our approach first performs a convex segmentation of
the data after which local features are extracted and stored in a feature dictionary. We show that the
representation allows efficient and reliable querying of the data. To handle arbitrarily shaped objects,
we propose a scheme which allows incremental matching of segments based on similarity to the query
object. Further, we adjust the feature metric based on the quality of the query results to improve results
in a second round of querying. We perform extensive qualitative and quantitative experiments on two
datasets for both segmentation and retrieval, validating the results using ground truth data. Comparison
with other state of the art methods further enforces the validity of the proposed method. Finally, we also
investigate how the density and distribution of the local features within the point clouds influence the
quality of the results.

© 2017 The Author(s). Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Mobile robots are becoming increasingly capable. They are now
being commercialized and deployed primarily in indoor environ-
ments for continuous operation. Examples include robots serving
as vacuum cleaners, logistics systems, or museum tour guides. The
next frontier will be robots working to help and assist people in
more challenging scenarios. To adapt tomore complex tasks, these
robots will also require more complex perception capabilities. By
now, ubiquitous 3D sensors are used on most indoor robots and
the data is fused into large maps. However, the sheer size of some
environments and the long run timesmean thatwewill not be able
to store the raw 3D data on board the robot. In addition, we want
to enable easy inspection of this data, collected over months of au-
tonomous operation. To achieve this, we propose to store a com-
pact representation of the data on the robot, and allow for fetch-
ing of specific parts of the raw data or maps from a database on
a network server. Overall, the large amount of data characterizes
our work. We propose to develop a fast object retrieval system
which returns a list of likely matches. More precise data for these
matches can then be fetched from the server and validated using
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more costly techniques. In Fig. 1, we present an overview of the
proposed system.

Themotivation for such a system comes fromourwork onmap-
ping and unsupervised object detection. Our robots continuously
patrol for periods of several weeks or months. While patrolling,
the robots inspect the environment at specified locations at regular
intervals. From the observations, we construct 3D maps and look
for anything that moved as compared to previous observations [1].
This information can then be used for unsupervised object detec-
tion. Given thatwe have detected objects, our aim in this work is to
find other instances of the same objects in other parts of the map
that did not change, or from earlier observations. This would then
allow us to quickly build precise object models that could be used
for example for manipulation or for querying again.

Of course, approaches other than change detection might be
used to reason about if a part of a map is of interest. For exam-
ple, one might use the observation that many objects lie directly
on a flat surface [2,3]. Another example is the objectness measure
of Karpathy et al. [4]. A problem with many of these techniques,
including change detection, is that they rely on assumptions that
are not always fulfilled. But if an instance is detected as interest-
ing using any technique, we can feed it into the proposed retrieval
system and find more examples in places where the assumptions
might not be fulfilled. Notably, our approach is not constrained to
any particular size or shape. It should be equally suited for search-
ing small objects as for larger furniture. By decoupling the initial
detection step, the system also allows, for example, a user to enter
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Fig. 1. This paper proposes a pipeline for storage and retrieval of large collections of 3D map data. Above is an overview of the system components with section numbers
listed next to the block labels. The data is collected by robots over long periods of time, as shown in block ‘‘Data Acquisition’’. This data is stored along with a compact
generic description, labeled as the ‘‘Storage’’. When a point cloud (such as the chair marked with ‘‘?’’) is presented as a query it is fed into the query pipeline, labeled ‘‘Object
Retrieval’’.

knowledge of instances that should be extracted and maintained
using their own models.

Most of the previous work on recognition and retrieval in 3D
maps relies on some sort of segmentation to produce parts or ob-
jects that can be analyzed separately [2,3,5]. Because our represen-
tation should encompass objects of different size and potentially
very complex shape, we cannot rely on any one segmentation to
perfectly segment the scene into interesting objects. In general,
what constitutes an object largely depends on the application area,
be it grasping or navigation. In our case, we look to combine seg-
mentation with retrieval. This allows us to adapt the segmentation
to the given query object. Our approach depends on segmenting
the scene into parts that should be no larger than any single ob-
ject, in effect an oversegmentation. In [6], Schoeler et al. showed
that an unsupervised segmentation approach based on convexity
can achieve state of the art performance of segmenting objects into
semantically meaningful parts. Our approach is inspired by this re-
sult and employs a similar segmentation. The goal is then tomatch
the query object that we are looking for to one or several of these
segments. In this regard, our proposedmodel has advantageswhen
compared to a fixed segmentation. The added flexibility comes at
the price of not being able to pre-compute global features for every
segment. This is solved by using local 3D features assembled into
histogram-like representations that can be combined to create fea-
tures for larger segments.

In the environments where our robot operates, the surfaces of
the building such as walls and floor dominate the measurements.
To enable retrieval of smaller things while being agnostic to what
we can represent, we need to adapt the fidelity of our represen-
tation in different areas. A wall does not need to be represented
with the same accuracy as a mug since we can still see that it is a
wall, even at a coarser resolution. For the mug, this is not true. In
our approach this corresponds to how densely we distribute our
local feature descriptors. In this work, we present an analysis of
how to distribute the features in a way that is suited for the task
at hand. One might see this as a continuation of an earlier devel-
opment in robotic mapping, where the fidelity of metric maps has
been adapted to different areas, depending on the task [7,8].

Our matching scheme is inspired by previous work on retrieval
in large databases of images [9]. These results show that instance
retrieval in databases of millions of images is possible, and that
the loss in performance as the data base grows is manageable. In
continuous data collection in indoor environments, most of the en-
vironment remains static. Therefore, the new observations should
add little new information to confuse a query for already observed
objects.

For an overview of our system, see Fig. 1. Our robot patrols an
environment and collects large amounts of 3D sweeps. The sweeps
are registered and fused into 3D surfel maps, see Section 3.1. The
maps are segmented using convex cues, see Section 3.2. Local
features are extracted with different densities depending on the
segment size, see Section 3.5. The feature sets are then assembled
into a hierarchical bag-of-words representation for fast retrieval,
Section 3.1. By comparing these visualwords, the system can group
neighboring segments in the maps if they better match the query
object, see Section 3.6. This allows us to retrieve arbitrary shapes.
The retrieved surface segments can be validated to see if they are
identical to the query object. Finally, this information is fed back to
improve the overall retrieval results, see Section 3.7.

We are presenting the following contributions beyond our
previous work [10]:

1. An extension of our approach from RGB-D frames to work on
full 3D surfel maps.

2. A separate evaluation of the incremental segmentation compo-
nent of the system.

3. A detailed analysis of how to adapt keypoint density across the
maps to improve compactness.

2. Related work

Given a query point cloud, our aim in this paper is to identify
more examples of identical instanceswithin a large collection of 3D
maps in the form of unsegmented point clouds. Given the nature of
our data, which is collected in real world environments with noise
from movement and sensors, this is a challenging task. Another
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