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To ease the proliferation of big data, it frequently is transformed, be it by compression, be it by 
anonymization. Such transformations however modify characteristics of the data. In the case of time 
series, important characteristics are the occurrence of certain changes or patterns in the data, also 
referred to as events. Clearly, the less transformations modify events, the better for subsequent analyses. 
More specifically, the severity of those modifications depends on the application scenario, and quantifying 
it is far from trivial. In this paper, we propose MILTON, a flexible and robust Measure for quantifying 
the Impact of Lossy Transformations on subsequent event detectiON. MILTON is applicable to any lossy 
transformation technique on time-series data and to any general-purpose event-detection approach. We 
have evaluated it with several real-world use cases. Our evaluation shows that MILTON allows to quantify 
the impact of lossy transformations and to choose the best one from a class of transformation techniques 
for a given application scenario.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

Event detection on time-series data is an important building 
block of many real-world applications [1,2]. It perceives a time 
series of measurements as one of events. Our notion of event 
encompasses changes [2,3] and frequent time-series patterns (mo-
tifs) [4–6]. Changes are points of time when properties (e.g., mean, 
probability distribution) of a time series change. Frequent patterns 
are contiguous subsequences of a time series that occur frequently, 
indicating a structure or information with some regularity [4]. To 
illustrate the notion of event detection, think of energy consump-
tion data from a smart meter, which serves as our running ex-
ample. Event detection on such data allows to detect interesting 
patterns (turning a device on/off, abnormal device activity). De-
tecting such events is necessary for demand side management, 
peak shifting, peak shaping, etc. – all elementary techniques to in-
tegrate renewable energy sources into the Smart Grid. However, 
data transformation, e.g., lossy compression or anonymization, can 
modify the data considerably. This in turn can aggravate the sub-
sequent detection of those events significantly.
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Example 1. An energy provider uses a lossy compression technique 
for time series from smart meters in order to reduce the data 
volume, before running an event-detection algorithm. Due to the 
compression loss, (a) some events might be detected at different 
points in time, or (b) their significance might be altered, compared 
to the original time series, (c) events also might go undetected at 
all, or (d) the compression might result in new events. Using do-
main knowledge, the provider can assess the importance of these 
impacts. Based on his assessment, he wants to select a concrete 
compression technique, with a good parameterization.

Approaches like lossy compression [7], estimation [8] or pertur-
bation/anonymization [9] lossily transform the time series before 
event detection takes place: A lossy transformation can reduce the 
data volume, generate approximate versions of the data, or remove 
personal information from a dataset. However, existing similarity 
measures for time series, applied to the original time series and 
the one after lossy compression and decompression, do not quan-
tify the impact of a lossy transformation on event-detection quality 
in a way that is conclusive in general [10–13]. Such a quantifica-
tion however is needed to identify and parameterize a compression 
algorithm or anonymization approach, given a certain dataset and 
quality requirements on the event-detection result. This quantifi-
cation sought is difficult, for several reasons: First, as shown in 
Example 1, the impact is manifold. One therefore needs to deter-
mine possible effects of a lossy transformation on events. Second, 
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the definition of a measure for this impact is not obvious. It is nec-
essary to investigate application scenarios where one is working 
on the transformed data, in order to come up with respective re-
quirements. Third, the measure envisioned should be customizable 
to the concrete application scenario. Think of the energy provider 
once again. For him, it will most likely be more detrimental if com-
pression eliminates certain events from the data, as opposed to 
the insertion of new ones. In other contexts, the picture is differ-
ent. Fourth, identifying the specific effect of a transformation on 
an event (e.g., shift in time vs. disappearance) is an application-
dependent procedure, which must take all events into account. 
This is because assigning an effect to a certain event may cascade 
and influence the assignment of effects to other events. Put dif-
ferently, even if the measure is defined, algorithms for its efficient 
computation remain to be designed.

In this paper, we propose and evaluate MILTON, a practical and 
flexible Measure which quantifies the Impact of various Lossy Transfor-
mation methods for time series on subsequent event detectiON. MILTON 
is applicable whenever one wants to know how much a certain 
transformation approach for time series reduces the result quality 
of an event-detection technique, as compared to event detection 
on the original data. This lets an operator, say, decide how much 
he can compress or perturb data without affecting event detection 
considerably. Thus, MILTON is useful when choosing from several 
lossy transformation techniques, by quantifying their impacts on 
events. To ensure flexibility, we do not impose any restriction on 
the event detection or the transformation approach used, and we 
allow to flexibly weight effects on events. We have also inves-
tigated several cases that we deem recurrent and propose cor-
responding parameterizations of MILTON. In contrast to metrics 
of the quality of event detection methods (e.g., recall, precision, 
F-score), MILTON’s purpose is to quantify the impact of lossy trans-
formations on events. It is applicable to any event-detection algo-
rithm that takes place subsequently.

At first sight, a complement of MILTON or even an alterna-
tive to it might be a model of the loss of data quality due to a 
transformation. However, such a model would have to be generally 
applicable. But it is difficult to impossible to integrate each of the 
many existing lossy transformation techniques and event-detection 
approaches into one model.

In this article, we now make the following contributions:

• We study characteristics of application scenarios that do event 
detection on lossily transformed time-series data.

• We propose a measure of the impact of time-series transfor-
mation methods on subsequent event detection.

• We carry out an evaluation of our measure using five different 
use cases, namely compression, estimation, anonymization, as-
sisted living and activity hiding.

We have carried out extensive experiments, which have revealed 
interesting insights on the relationship between the transformation 
technique in use and event-detection quality. For instance, differ-
ent anonymization techniques may have a very different impact 
on event detection, although they protect against noise filtering 
equally well. We also have found MILTON suitable with any com-
bination of lossy transformation technique and event-detection ap-
proach we have encountered. In addition, the design of MILTON 
enables a flexible customization of the different effects a lossy 
transformation may have on events. Finally, it is applicable in many 
application areas in a straightforward manner.

Paper structure: Section 2 describes five application scenarios for 
our measure. Section 3 introduces and explains MILTON, which 
Section 4 evaluates. Section 5 reviews related work, and Section 6
concludes. – This article is an extended version of [14]. The ex-
tensions are the following: Our study of application scenarios that 

consider time-series patterns is broader, as is our respective eval-
uation. Next, we have extended all of our approach so that it now 
also subsumes time-series patterns, as opposed to only changes.

2. Application scenarios

In this section, we describe five scenarios – this will serve as 
motivation behind our measure. We then derive the requirements 
on it. We have consciously decided to describe these scenarios 
in much detail, in order to reveal the subtle differences between 
them, which then give way to the requirements.

2.1. Compression scenario

2.1.1. Description
The growing number of smart meters as well as the increasing 

frequency at which data is collected make storing and transferring 
the data much more expensive. To illustrate, while smart meter 
readings often take place every 15 minutes, meters that collect and 
send data every second are now proliferating. Moreover, such me-
ters now collect and send several values instead of just one, e.g., 
voltage, current, frequency, active power, etc. The collected data is 
useful for analyses such as energy-consumption forecasts [15] or 
energy disaggregation [16]. To store and communicate this data, 
recent research has produced numerous model-based lossy com-
pression techniques [7,17–19]. In contrast to lossless ones, they 
can obtain significantly higher compression ratios. Lossy methods 
typically produce a piecewise approximation of the original data 
within an error threshold ε . Thus, they do not only modify the 
original data, but also the changes present in it. An energy provider 
intending to use the compressed data for analytics needs to take 
these effects into account.

2.1.2. Problem domain
The result of lossy compression methods depends on the mod-

els they use (e.g., constants, straight lines, polynomials), and how 
they use them. To evaluate their impact on changes in the data, 
one thus needs to consider different classes of models. Another 
important parameter here is the error threshold ε . We expect 
compression results, and consequently their impact on changes, to 
strongly depend on this parameter.

2.1.3. Setting
The energy provider employs a forecasting application that uses 

the compressed time series to predict the energy consumption. 
By detecting changes in data streams and integrating them in 
the learning model, he can improve forecasting [20] or enhance 
stream mining [21]. Thus, here, detecting a change in the time 
series triggers an update of the model behind the forecasting al-
gorithm, to improve predictions. In such a case, it makes sense 
to penalize changes which disappear (“missed”, also referred to as 
“false negative” in the literature) more than those which emerge 
(“false positives”) as an effect of the transformation. This is be-
cause a missed change prevents the forecasting algorithm from 
updating its model when necessary. This may impact its accuracy 
significantly. A false-positive change in turn will trigger an unnec-
essary update of the model, which may cause additional effort, 
but should not affect forecasting accuracy considerably. Regarding 
shifts of changes in time, the provider deems them important for 
forecasting, as they will delay or vice-versa advance the update 
of the underlying model. On the other hand, modifications of the 
importance of changes are not crucial in this case, so he chooses 
to ignore them altogether. This makes sense here because, once a 
change is detected, the model is updated regardless of that impor-
tance.
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