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Abstract

In clinical research the goal is often to correctly estimate the probability of an
event. For this purpose several characteristics of the patients are measured
and used to develop a prediction model which can be used to predict the
class membership for future patients. Ensemble classifiers are combinations
of many different classifiers and they can be useful because combining a set
of classifiers can result in more accurate predictions. Gradient boosting is
an ensemble classifier which was shown to perform well in the setting where
the number of variables exceeds the number of samples (high-dimensional
data), however it has not been evaluated for the prediction of rare events.
It is demonstrated that Gradient boosting suffers from severe rare events
bias, correctly classifying only a small proportion of samples from the rare
class. The bias can be removed by using subsampling in combination with
appropriate amount of shrinkage but only for a specific number of boost-
ing iterations and for binomial loss function. It is shown that the number of
boosting iterations where the rare events bias is removed cannot be estimated
efficiently from the training data when the sample size is small. Therefore
several corrections for the rare events bias of Gradient boosting are pro-
posed and evaluated by using simulated and real high-dimensional data. It
is demonstrated that the proposed corrections successfully remove the rare
events bias and outperform the other ensemble classifiers that were consid-
ered. Large flexibility and high interpretability of the proposed methods is
also illustrated.

∗Corresponding author.
Email addresses: rok.blagus@mf.uni-lj.si (Rok Blagus),

lara.lusa@mf.uni-lj.si (Lara Lusa)

Preprint submitted to Computational Statistics & Data Analysis July 27, 2016

*Manuscript
Click here to view linked References



Download English Version:

https://daneshyari.com/en/article/4949270

Download Persian Version:

https://daneshyari.com/article/4949270

Daneshyari.com

https://daneshyari.com/en/article/4949270
https://daneshyari.com/article/4949270
https://daneshyari.com

